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Abstract

The growing deployment of unmanned aerial systems (UASs) and electrical Vertical Take-Off and Landing ve-
hicles (eVTOLSs) necessitates advanced solutions for collision avoidance and unauthorized area management.
This paper investigates the application of augmented reality (AR) for enhanced monitoring and control of UAS
traffic, especially in non-collaborative or hazardous scenarios. By leveraging concepts from SESAR projects,
including RETINA and DTT, the study introduces a novel AR interface designed for real-time visualization of
drone telemetry and georeferenced data. This interface, tailored for airport tower control and remote piloting,
aims to streamline situational awareness by integrating critical surveillance information into a head-up display.
Preliminary tests with simulated drone incursions promise substantial improvements in operator efficiency and
situational awareness. This study provides a framework for the safe and efficient integration of UASs into
controlled airspace, highlighting the potential of AR interfaces to meet evolving air traffic management needs.
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1. Introduction

As the number and type of activities performed by unmanned aerial systems (UASs) have been
constantly increasing over the years, the risk of encounters with these vehicles is growing as well,
potentially resulting in a threat to the safety of operations, with a high risk of collisions with other air
vehicles or with buildings, as well as the risk of overrun restricted areas such as airports. In addition,
UAS activities have seen a general increase in performances, intended tasks, number of operators
and differences in skill levels. Consequently, more and more investments and research have been
recently directed toward monitoring and deconflicting technologies for drone operations and, more
broadly, for electrical Vertical Take-Off and Landing vehicles (eVTOLSs), thus comprising future air
taxis [1].

A primal problem is the identification of potential hazards resulting from nearby drones. For this pa-
per, two scenarios are identified as particularly relevant. The first one mainly regards identifying and
tracking nearby drones by other UAS operators for collision avoidance. A second case refers to the
possible trespassing of drones into restricted areas, specifically airports, where safety and security
units and control tower operators need to be aware of this type of traffic, whether it would be collab-
orative or not. For airports, in particular, different studies have already addressed the detection of
undesired UASs [2] while also evaluating how collaborative drones could enhance airport operations.
Due to the general need for monitoring and regulating UAS traffic, which results in opportunities
and threats, Europe has developed the concept of "U-Space" through its ATM research programme
SESAR. This new type of airspace is dedicated to integrating eVTOL traffic within conventional aircraft
traffic, hence including all the services needed for safe operations, regulating the use of the airspace
and the identification and tracking capabilities required for safe operations of all the involved actors.
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Research on the definition of U-Space structure and services has recently resulted in the publication
of the fourth edition of the "U-Space Concept of Operations (ConOps)" [3], which complies with the
European regulatory framework on U-Space. As a result of the research, some indications arise that
help define the requirements for the safe operations of drones, specifically considering identification,
geo-awareness, tracking, monitoring, geo-fencing and segregation. It is worth noticing that some of
the services related to these tasks are already being implemented in some countries, such as Italy,
where the air navigation service provider has funded a dedicated company for U-Space services.
Whether considering piloting rather than air traffic control operations, eVTOLSs’ traffic monitoring adds
up to already complex tasks, leading to an increase in the operator’s workload (both pilot and tower
controller), with the need for a dedicated interface reporting eVTOLSs traffic information and potential
hazards. While the complexity of airport operations monitoring is well known, UAS remote pilots are
undergoing a similar condition, especially for utility applications. This is mainly due to the continuous
increase in task complexity (e.g. plant monitoring, inspection, surveillance, agricultural activities),
drone performances and control options, and drone sensor’s number and variety [4]. Reacting to this
trend, researchers attempted to improve drone interfaces and simplify piloting operations, developing
innovative control interfaces.

In a similar complex and high-risk scenario, piloting/traffic controlling tasks can account for big im-
provements with the novel use of advanced human-machine interfaces, i.e. augmented/mixed reality
(A/MR) and virtual reality (VR) - defined together as extended reality (XR) -, as suggested by studies
from Yeo [5] and Bréker et al. [6]. As for airport control towers, these techniques have been tested re-
spectively in conventional towers within SESAR-founded projects RETINA [8] and DTT [9,[10], as well
as in remote towers already operational across Europe. The outcomes of these solutions were im-
proved performances and reduced controllers’ workload, obtained by moving surveillance information
from multiple interfaces in the operator workstation to a head-up position collinear with controllers’
out-of-the-window direct or video-based view (for conventional and remote towers, respectively).
Regarding drone piloting, video-based virtual/augmented reality goggles are becoming increasingly
common in professional piloting tasks, making the user vision correspond to that of a drone’s frontal
camera. Recently, see-through augmented reality has also been tested [11] employing a Microsoft
HoloLens 2 device, considering the possibility of looking at the drone directly, with an exocentric
additional video stream, or through a first-person view (FPV).

Exploiting the results matured for civil aviation traffic in A/MR, it thus appears possible to extend
these visualization techniques to drones. This paper proposes to benefit from a set of technologies,
concepts and techniques previously developed within RETINA, DTT and other SESAR projects to
extend the developed tracking and monitoring capabilities in extended reality from civil aircraft to
drones. The aim is to propose a novel A/MR interface concept capable of showing information coming
from UASs and applying it to both surveillance and piloting tasks, providing users with a proper set of
visual information in the head-up position without requirements for an additional user interface. The
expected outcomes will be, in particular, increased situational awareness in the context of collision
avoidance and traffic management.

The present work will focus on the development of a general framework for the real-time visualiza-
tion and monitoring of drones in A/MR for different tasks. It will rely on enabling concepts derived
from previous research, as well as on the proper design of the visualization interface, which exploits
tracking labels and alerts/cues for potentially hazardous events.

Rather than on the multiple available detection techniques for UASs, the research will first look at the
required steps to properly register and visualize this information in different A/MR environments, eval-
uating the maturity of various techniques ranging from see-through head-mounted displays (HMDs)
to real-time "augmented" video streams, in both the cases of indoor (e.g. airport control tower) and
outdoor (e.g. remote piloting activities) environments. The research aims to confirm the required
maturity for all the steps involved in the visualization process, evaluating a working framework for
future developments.

As a second step, the research will focus on the surveillance interface design and content definition,
considering different inputs from the state-of-the-art augmenting technologies for conventional and
remote towers and the requirements identified for the European U-Space concept of operations.



ADVANCED HUMAN MACHINE INTERFACES FOR DRONE MONITORING

The organization of the paper is as follows. Section will present past related work providing a
state-of-the-art and the foundation basis for the proposed implementation framework. Section
will explain the methodology behind the research, highlighting the requirement issued from literature
analysis and the authors’ past experience in the field of augmented reality for airport control towers.
Section |4| will then verify the satisfiability of all requirements presented in Section [3| and will propose
some concept designs for the A/MR interface, also providing a preliminary implementation of the
interface for testing its integration in airport control towers. Section |5 will then discuss possible future
advances in the research and provide some conclusions to the work presented.

2. Related work

This section will introduce multiple aspects of previous research on AAM infrastructure, drone moni-
toring, and XR applications for air mobility.

2.1 Advanced Air Mobility infrastructure and U-Space

In response to the drone’s industry growth, countries are trying to regulate the use of eVTOLSs, defin-
ing novel concepts for the system infrastructure through the development of a new air mobility concept
referred to as Advanced Air Mobility (AAM). In the European Union, the integration of eVTOLS and
UAS (since eVTOLs are expected to be mainly unmanned in the future, the term UAS will be used
often in the paper referring to all aircraft flying in the very low airspace) into the airspace has been
ruled by two EU regulations, the EU Implementing Regulation 219/947 [12] and the EU Implement-
ing Regulation 2021/664 [13], which defined the requirements for eVTOLS airworthiness and of the
airspace infrastructure, introducing the concept of U-Space among others. In order to find the best
solutions to bring into practice the regulations, the European Single European Sky ATM Research
Joint Undertaking (SESAR JU) funded the CORUS project, a cluster of multiple working packages
whose more recent results have been published in [3], as guidelines for future implementation of the
AAM. Following this Concept of Operations (ConOps), the U-space should be initially segregated
from the traditional airspace, reducing conflicts between traditional and AAM traffic.

Interestingly, the guidelines provide a summary of the requirements of the surveillance and mon-
itoring infrastructure for drones in Europe, defining the services that will be provided and, conse-
quently, which kind of surveillance information will be available to the operators. These services
will include network identification (tracking and surveillance data exchange), traffic information, tac-
tical conflict prediction and resolution, emergency management and conformance monitoring. All
these services require a continuous connection between pilots, drone operators, U-Space Service
Providers (USSPs) and ATC for shared or contiguous airspace. These services are partially similar
to conventional ATC, and eVTOLs will still be required to compile flight plans and have clearances,
especially near risky areas such as airports.

For the surveillance and compliance with flight plans, the ConOps reckon on a series of data that
should always be available to operators and USSPs, with the eVTOL continuously communicating
with the AAM infrastructure through the network identification service. This information is expected
to be shared in real-time, being available for other pilots and traffic control operators (ATCOs) when-
ever a cooperative UAS is flown. This information includes the operator registration number, the
drone ID, the drone activity category (such as imagery, agricultural, inspection, et cetera), the drone
geographical position (with high accuracy), the drone tracking (velocity vector and expected trajec-
tory), compliance with filed flight plan (including geo-awareness of the drone’s position with respect
to the authorized airspace volume reserved for the mission), emergency status, and position of re-
mote pilot and/or home position. The information will be considered available for cooperative drones
in the following sections of the paper. In addition, a traffic information service is foreseen for shar-
ing information about other traffic (UAS and traditional) with the stakeholders needing it. Finally, a
conflict resolution service should be available in the future for automatic deconfliction or provision of
suggested actions.

In risky environments, where very-low-altitude AAM traffic is more likely to conflict with conventional
traffic, constant monitoring is required, and the introduction of a common procedural interface with
ATC is planned, giving access to all the available information about near traffic to both pilots and air
traffic controllers.
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2.2 Drone monitoring and conflict resolution

Drone monitoring has become a major issue, especially near crowded or critical areas such as
airports [14], where careless and malicious drones have caused major accidents in recent years.
Whether for collaborative UASs, the surveillance information requested by the ConOps is sufficient
for the tracking of aircraft exceeding authorised boundaries (GNSS position and velocity vector di-
rectly sent to U-Space by the drone), malicious drones should be passively detected through various
systems, such as high-resolution RADARs, LIDARs, or Al based computer vision as proposed in
[1, 12, 115, [16]. In both cases, researchers have investigated the possibility of predicting drone in-
tentions from their flight history [17]. An important aspect of monitoring tasks is geofencing and
deconfliction, which, in the future, is expected to become an automatic feature, with drones receiving
instructions directly from the USSP system without needing remote pilot intervention.

In parallel, an important issue is the mitigation of disruption provoked by the intrusion of a UAS in
a segregated and unauthorized portion of airspace. Pascarella et al. [18] defined a framework for
resilient airport operations in case of a UAS intrusion in the aerodrome traffic zone (ATZ). Thanks to
advanced surveillance systems, the drone can be localized within the airport, and the risk for aircraft
operations can be assessed, limiting the disruption with the closure of single airport areas/sectors
and giving detailed information about the intrusion to all the interested operators through a shared
management system. This way, the closure of the entire airport is considered the last possibility.
The system described by the authors can detect and track unauthorized drones, recognize drone
features, alert about intrusion and support threat assessment, estimate the level of risk and provide
"support to counter-drone actions", limiting the controller's workload and improving their situational
awareness.

2.3 UAS piloting and interface design

Adding traffic monitoring tasks over piloting can be detrimental for drone operators, as they are al-
ready involved in mentally demanding tasks. Kim-Phuong et al. [19] evaluated the workload of such
tasks on the operator, trying to define human-factor-based requirements for the design of detect-and-
avoid interfaces which facilitate the work of remote pilots. These have to control drone trajectory and
mission advancement while monitoring important parameters such as UAS altitude, ground speed,
heading, battery voltage (or battery charge), distance from home and GNSS accuracy. They usually
do this relying on a head-down interface, which can also contain video streams or other information
on the drone payload, an artificial horizon, and other mission information, for instance, the current
status of flight plan authorization/completion. A typical control interface is shown in Figure 1]

Figure 1 — A conventional head-down interface for drone piloting built on the ArduPilot Mission
Planner open-source software.

Trying to reduce the operator’s workload, research focused on the development of novel control con-
cepts, studying the effect of the control interface design on the workload and situational awareness

4
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[20] using human-centred design and ecological interface design criteria. Improvements have com-
monly consisted of substituting conventional remote controllers with graphic interfaces [21, 22] and
intuitive gestural/vocal controls [23] while addressing known issues such as the inconsistency be-
tween operator and drone orientation during piloting [22] in exocentric view, trying to overcome the
field of view limitations of egocentric (first person view) piloting techniques, as shown by Okan et al.
[24]. The authors also evaluated how modern digital technologies, i.e. Extended Reality, can bring
improvements, especially in the exocentric control mode, hence increasing the operator’s situational
awareness. The next Subsections will evaluate the role of extended reality technologies in improving
operators’ performance in the domain of air traffic control, with a focus on the role of augmented
reality in monitoring traffic in crowded and high-risk scenarios such as airports.

2.4 Extended reality technologies

Extended Reality (XR) is an umbrella term for technologies ranging from Augmented Reality (AR)
to Virtual Reality (VR). All these technologies are characterized by the superimposition of a visual
layer of computer-generated digital elements over the user’s view of the real world. While these
technologies were considered distinct in the beginning, they are nowadays considered as part of a
single continuum of different techniques, which differ in the predominance of either the real world or
the virtual world, following a concept first proposed by Milgram and Kishino 1994 [25].

AR and VR differ in that the first aims at blending the digital elements coherently with the user’s view
of the real world, "augmenting" its perceptive capabilities and extending its sensing. Virtual reality, on
the other hand, results in the user being completely immersed in the virtual environment, perceiving
her/himself as "present” in the digital scenario, with the involvement of additional sensory cues, such
as aural and haptic ones. Following the idea of a continuum among these techniques, it appears
possible to adapt the digital content to external conditions, varying the quality and quantity of the
information visualised from a barely augmented view to a substantially synthetic experience, passing
through some intermediate techniques that come under the generic name of Mixed Reality (MR),
while being sometimes addressed as a type of AR.

For this research, Augmented/Mixed Reality (A/MR) seems to be a promising technology, as it allows
the collimation of a digital infographic layer, such as a human-machine interface, together with the
user’s view of the real world, increasing the users’ situational awareness. A crucial aspect of A/MR
is the registration process, which involves digital projections’ continuous and real-time alignment with
the user’s real-world view.

2.5 A/MR for surveillance tasks in control towers

In the past years, A/MR has found useful applications in traffic surveillance scenarios such as mar-
itime and aviation ones. In the context of air traffic control towers, A/MR as the potential to reduce
operator workload and enhance situational awareness by enabling direct visual access to essential
information without diverting gaze from aircraft. This improvement is expected to enhance both safety
and traffic fluidity.

Initial explorations into AR applications for control towers were conducted by Reisman in 2006 [7],
who identified significant technological challenges but recognized A/MR’s potential for providing surveil-
lance information. In the following years, other research emphasized the need for user-centric design
due to the specificity of traffic scenarios and highlighted A/MR’s potential to enhance situational
awareness but also noted ergonomic and data visualization challenges in HMDs, demonstrating in-
creased task performance but also overconfidence among tower controllers in a virtual traffic sce-
nario.

Our previous work [8] focused on the development of the RETINA concept under the SESAR frame-
work, proposing A/MR applications for control towers through different display techniques, including
see-through head-mounted displays (HMDs) and spatial conformal displays. Between 2019 and
2020, the researchers validated the RETINA project’s operational concept, demonstrating improved
task performance and situational awareness while reducing workload. The findings suggested that
see-through HMDs were the most effective technology, whereas spatial displays lacked the matu-
rity to handle multiple controllers efficiently. At a further stage of the research, the DTT project [10]
evolved this concept through real-time virtual simulations of various airport scenarios. All proposed
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solutions featured tracking labels for aircraft positions, presenting critical surveillance information to
controllers. These solutions were validated using human-in-the-loop methodologies involving tower
controllers in simulated scenarios, confirming reduced workload and enhanced situational aware-
ness. Objective metrics such as increased head-up time and improved task efficiency supported
these findings.

Recent work from Fadda et al. |26, [27] tested a system for the visualization of real aircraft along with
relevant surveillance information in A/MR in the operative control tower of the Bologna’s Guglielmo
Marconi Airport, with a proper registration process for a live feed of aircraft positions based on GNSS
(Global Navigation Satellite System) technology. The application was capable of correctly tracking
moving traffic on the ground and in the air while integrating surveillance information such as weather,
flight plans and flight phase status.

While these solutions were developed for head-mounted displays, some research also addressed
video-based A/MR, assessing augmentation of data in virtual/remote airport control towers [28], 29,
evaluating which overlays can be directly projected on the tower’s video monitor to help track aircraft
and surveil the overall operations.

Thus, aircraft tracking has already been tested indoors and outdoors for see-through and video-
based A/MR displays. The subsequent step needed for this research would be the extension of these
technologies to drone applications.

Moving toward this concept, Corsi [30] began integrating a simulated drone scenario in the same
interface used by Fadda, mimicking some U-Space traffic invading the airport scenario, and exploring
how an interface could be designed in A/MR, helping the controllers in managing contingent and
conflicting situations avoiding an unnecessary increase in workload. Figure |2| shows the simulated
AAM scenario together with real aircraft tracked from Bologna Guglielmo Marconi airport control
tower.

Figure 2 — Testing of a simulated interface for AAM traffic monitoring in the Bologna airport control
tower.

2.6 Drone Monitoring and Control in A/MR

While previous work has been established on a solution for drone incursion monitoring by A/MR in
airport control towers, an assessment of the maturity of the technological framework for foreign drone
surveillance is missing. In addition, work from Corsi [30] focused on the interface triggering more than
on the interface content needed for the proper management of a UAS incursion contingency.
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Some work exists instead on A/MR interfaces for drone piloting, as previously mentioned. Konstan-
toudakis et al. [11] developed an application for the visualization and control of a drone through A/MR,
addressing many important questions as the best telemetry source for position estimation (data from
the drone’s aggregate IMU readings) and the calibration of an A/MR device in the outdoor. The re-
searchers dealt with the transmission of live telemetry data from the drone to an A/MR see-through
head-mounted display (HMD), providing the user with an exocentric view of the drone, whose position
in the user’s view was highlighted via a digital twin of the drone itself. Meanwhile, an exocentric video
stream of the drone’s frontal camera could be visualized in the A/MR interface, providing the user
with an egocentric control option. This solution comes as a foundation for evaluating the feasibility of
an A/MR application for monitoring foreign drone incursion during a piloting task, as discussed below.

3. Methods

Aiming to address the attainability of an interface for the future monitoring of foreign drones in A/MR.
Considering the shared interest in avoiding incursions and incidents in reserved airspace, this section
will highlight the requirements of applications for drone monitoring in the cases of a remote UAS pilot
and an airport traffic controller.

The steps needed for the tracking of foreign UAS, including data flow and network infrastructure, are
identified as follows:

* A source for the UAS system’s position must be available in real-time.

The UAS position must be accurate enough for direct-view surveillance.

The UAS kinematic vector must be available in real-time.

The UAS kinematic vector must be accurate enough for trajectory tracking and prediction.

+ Other relevant surveillance information, such as ID and pilot’s position, must be available.

A real-time connection between U-Space infrastructure and ATC/drone pilot is needed.

The needed tracking capabilities of the A/MR device (both indoor and outdoor) for a proper registra-
tion process are:

+ Acquisition of the UAS position with high accuracy.

 Acquisition of the UAS position in real-time (minimizing positioning information reception la-
tency).

« Tracking of the aircraft position accurately in the A/MR environment.

+ Acquisition and tracking of information for multiple UASs at the same time.

« Tracking of the UAS position in real-time.

» Matching of the A/MR environment with the real world for accurate UAS position identification.
» Rendering of the UAS tracking holograms.

 Evaluation of possible error sources and implementation of counteractions.

« Security of precision and reliability of tracking and positioning system.

» Development of an appropriate labelling system for UAS tracking.

* Visualisation of ATC and U-Space information usually available on traditional interfaces.

+ Visualisation of helping tools for low-visibility conditions.
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Table 1 — Guidelines for content of A/MR interface for airport intrusion management

Display of aircraft traffic scenario and surveillance information
Display of intruded drones with tracking of past and expected trajectory
Assessment of risk level for drone intrusion
Information on level and area of disruption
Assessment of drone’s intentions
Focus on overall traffic scenario

Table 2 — Guidelines for content of A/MR interface for remote piloting

Display drone control information (battery level, position, distance from home, etc.
Tracking of piloted drone in A/MR
Proper organization of invasive elements as an egocentric video stream from drone’s camera
Visualization of other nearby drones
Assessment of conflict/collision risk
Awareness of airspace reserved for mission task
Display of cues for intruding drones in a non-invasive scheme
Keep the pilot’s focus on the piloted drone

Finally, Tables |1] and [2 focus on specific design requirements of airport monitoring piloting and in-
terfaces, respectively. Such requirements will be guidelines for the design of an interface prototype,
highlighting which and how content should be visualised in the interface time by time.

The next section will analyse these requirements, evaluate the maturity of the technology needed
for the concept of A/MR drone traffic monitoring, and present a rendering of two concept interface
designs for the cases of aerodrome traffic control and remote piloting.

4. Results

4.1 UAS tracking and visualization system concept

This section analyses the elements needed for the intended A/MR visualization platform, i.e. tech-
niques for "registering” the digital layer with the user view of the physical world, starting from a
real-time stream of georeferenced data positions (from radar or GNSS units).

To support the feasibility of a similar interface, it is worth emphasizing that nowadays, most UASs pro-
vide exhaustive tracking telemetries with high transmission rates, which appear sufficient for GNSS-
based tracking of far objects. In Europe, under-development technologies such as EGNOS (Euro-
pean Geostationary Navigation Overlay Service) and ARAIM (Advanced Receiver Autonomous In-
tegrity Monitoring) have been investigated for the future provision of improved geopositioning data.
In addition, ConOps foresee the compulsoriness of transmitting of this telemetry to the U-Space in-
frastructure in real-time for broadcasting to infrastructure operators. It is thus reasonable to consider
current solutions for controlled drones to be extendable to foreign drones in the near future. In the
case of non-cooperative drones, especially nearby airports, passive detection methods, for instance,
those presented in Section 2] seem feasible solutions. It is worth noticing that drone visualisation in
A/MR has also exploited Inertial Measurement Unit (IMU) readings from the drone telemetry to recon-
struct its kinematics and, hence, the evolution of its position. While this method can generate higher
precisions than GNSS systems, which is useful when tracking a piloted drone whose dimension is
too small with respect to the precision of common GNSS units, it is unfeasible that IMU readings will
be available to the USSPs. In addition, GNSS precision appears satisfactory for deconfliction issues,
as even an error of a few meters in the non-cooperative drone position will not affect the intended
purposes.

In addition to position information, other telemetry elements are likely to be available to the U-Space
and ATC operators in the near future, including velocity and trajectory information, expected inten-
tions, identification and remote pilot/take-off position. Drones such as the DJI Mavic 2 Enterprise
transmit this information, which is hence considered available for the purpose of this work.
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A second important aspect is the possibility of exploiting the received surveillance data for visual-
ization in an A/MR interface, for instance, a Microsoft HoloLens 2 HMD. Since drone surveillance
information is similar to aircraft surveillance information, with similar data rates and content, it is
reasonable to assume that the technologies for aircraft tracking tested in an operative control tower
with actual air traffic are easily adaptable to drone visualisation in A/MR. In particular, Fadda et al.
[26] managed the registration of multiple aircraft in real-time through GNSS technology, exploiting
the broader studies conducted through the SESAR DTT project for the design of the interface con-
tent (tracking labels, visual cues and attention guidance). All these techniques are, hence, readily
available for drone tracking applications.

Devices such as HoloLens 2 use the SLAM (Simultaneous Localization and Mapping) techniques for
registration of the digital layer indoors, mapping the environment and the user’s position and gaze
inside it in real-time. The use of SLAM techniques for indoor A/MR applications has been largely
tested, for instance, in airport control towers, but the performance of see-through displays in outdoor
environments is more uncertain. However, Konstantoudakis et al. [11] successfully tracked a drone
using A/MR outdoor, exploiting the IMU system of a HoloLens 2 device rather than its camera tracking
to ensure the stability and constant registration of the digital overlay with the real world. Yet, SLAM
techniques gave positive results in outdoor barely-anthropized environments for aircraft tracking (i.e.,
in the proximity of buildings or smaller infrastructures such as fences, see Figure [3).

a) Aircraft tracking indoor. b) Aircraft tracking outdoor.

Figure 3 — HoloLens aircraft tracking indoor and outdoor.

In the case of environments without practical references, such as plain fields, markers could be
used to give the A/MR device some reference, considering remote pilots usually move in a rather
small area. A second problem with outdoor applications is the sunlight, which can make holograms
projected on a see-through display not visible to the user due to their low luminosity with respect to
the environment. Some handcrafted solutions have been explored by applying photochromatic films
on the A/MR device lenses.

Following the previous discussion, the proposed A/MR interface framework for drone monitoring looks
realisable, given the possibility of tracking drones indoors and outdoors in A/MR based on GNSS
information, along with solutions for surveillance information management.

4.2 Interface design

This section addresses the design of the visual interface for the A/MR application. The development
of this interface will be guided by the previously identified requirements, particularly those related to
de-confliction and collision avoidance.

Insights from the U-Space concept of operations have been significant in elucidating the services
likely to be provided, the types of information expected to be available in the future, and the possible
modes of surveillance. Currently, the identified services essential for proper operations include:

¢ geo-awareness,;

« traffic information;
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« flight authorization;
 geo-fencing;
+ identification;

The second set of inputs for interface design emerges from existing research on airport control tow-
ers, encompassing established concepts such as tracking labels, visual and aural cues for out-of-the-
window elements, and safety net-based alerts.

Preliminary cross-checking of these sources has led to a proposal for visualizing information, which
includes parameters such as distance from the operator, the airport boundaries or the piloted drone,
identification codes, velocity vectors, types of current activities, expected trajectories, and potential
conflicts.

Drawing on interfaces developed for airport control towers, several critical components have been
identified for inclusion in a surveillance interface. These components comprise a marker (e.g., a
circle or rectangle) to identify the detected drone, a label associated with the marker that contains
relevant surveillance data, and visual cues designed to highlight potential hazards that are not within
the user’s immediate view.

Ultimately, the designed interface will serve as a standardized framework for multiple tasks, enabling
specific adaptations with minimal alterations.

To achieve this, a user-oriented approach was employed in the selection of pertinent information
and the definition of cues and alerts. Given that the design is task-driven (encompassing tracking,
monitoring, de-confliction, and collision avoidance), a human-centred design approach is deemed
appropriate, as it addresses the needs of the end user in a mentally demanding task. The interface
content and organization incorporate concepts from the DTT project and research on remote towers,
comparing various label designs and cue options and integrating these with advanced solutions from
drone interfaces, such as those from [11].

Figure 4 — Proposed design for the drone interface in an airport traffic control scenario.

Figure {4 shows a preliminary proposal for the interface design in the case of an airport scenario.
The interface reproduces a user view at an airport facility, integrating a real picture of an augmented
reality application for the tracking of airport traffic taken from an airport control tower. Regarding the
in-the-view UAS, the interface contains verbal and graphical elements highlighting the risk level for
the detected drone, using specific terms for the type of hazard (e.g. incursion in a restricted area,
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collision risk...) and progressive colour coding. Graphical elements provide the operator with intuitive
and responsive indicators of the risk level. A series of arrows - two-dimensional in the picture, three-
dimensional in the designed application - depicted using colour coding and progressive dimension
and salience relative to risk level highlight the drone’s aiming direction. The label also contains
an identification code and the expected use activity. Distance from the operator/relevant point and
targeting direction are also provided. A second graphical element, on the right, identifies an out-of-
the-view drone presenting similar surveillance information with a visual cue - a two-dimensional arrow
- suggesting the drone’s direction relative to the user’s view.

The second case, presented in Figure |5} differs from the tower interfaces as the pilot is primarily
focused on the control of the drone rather than on monitoring a spatially extended traffic scenario.
The interface presents some key elements for drone control, such as speed, Euler angles, battery
level, altitude, vertical rate and distance from home. The piloted drone is highlighted through a purple
hologram, which tracks its current position. In the upper area of the interface, two boxes visualise
the drone’s position and mission status on a 2D map and the egocentric video stream of the drone’s
frontal camera. The interface organisation is inspired by VR goggles used for professional drone
piloting. Since pilots cannot lose focus on the drone, the cues for conflicting UAS traffic, eluding the
reserved airspace volume, should be presented in a non-invasive manner, highlighting the incursion
direction and the level of danger without occluding the user’s view of the piloted drone. In this case,
a box highlighting the intruding drone’s position is considered unnecessary as it will not increase
the pilot’s situational awareness. Still, it will result in an increase in interface cluttering. Instead, an
additional cue is presented in the 2D map of the terrain to help identify the direction from which the
threat is expected to approach.

Figure 5 — Proposed design for the drone interface in a piloting scenario.

4.3 Proposed case study

As a final task of this research, a case study is defined to evaluate the effectiveness of the chosen
design, trying to evaluate the integration of the proposed surveillance concept for malicious drones

11



ADVANCED HUMAN MACHINE INTERFACES FOR DRONE MONITORING

together with the demanding operations of airport traffic management.

As for the interface design, this should be tested to evaluate the usefulness of the visualized infor-
mation while performing other tasks, at least for control tower operators. In this paper, a concept
implementation for the HoloLens is presented using a set of real telemetry data from a DJI drone.

At this stage, the application has only been implemented in Unity without testing in the real world.
However, the design and the logic have been tested in the Unity development environment with the
original log of drone data (taken from the telemetry of a real mission) and aircraft ADS-B telemetry
(previously collected at the Bologna airport), evaluating the recognition of the drone’s intrusion in
different airport sectors and of the risk level due to the extension of the trespassing and heading of
the drone.

The use of real telemetry helps assess the feasibility of the data rate for monitoring purposes, addi-
tionally facilitating the development of realistic simulated scenarios for extensive design evaluation.
Moreover, the application uses authentic georeferenced information about the Bologna airport, thus
ensuring that the logic layer of the application will work properly in the real world. Figure [6] shows the
planned drone incursion’s trajectory in the airport restricted area from a Google Earth view, and the
subsequent simulation of the incursion in the Unity scenario. The drone is entering the airport area
in proximity of Apron 1, similarly with the scenario presented in Figure [4]

a) Drone incursion’s trajectory visualised on b) Visualisation in the simulation environment of
Google Earth software (in red). Airport borders  the interface appearance during a drone intrusion
are depicted in pink. inside the airport restricted area.

Figure 6 — Aerial and simulation environment’s view of the scenario defined for the case study.

In the near future, the application will be tested with real-time traffic.

5. Conclusions

This paper aims to assess the improvements offered by augmented reality for monitoring unmanned
systems vehicles, especially in non-collaborative or hazardous scenarios. To this purpose, a first
evaluation is made, starting from previous research, to assess and verify the maturity of the concepts
required for tracking drones in augmented reality, such as the real-time visualization of georeferenced
data coming from drone telemetry. As a second step, a possible interface design is proposed based
on a task analysis of requirements for safe drone operations and concepts for surveillance and control
in Augmented Reality developed for civil aviation within the SESAR research framework. The pro-
posed interface is implemented inside an A/MR application for airport tower traffic control, which has
already been tested for aircraft surveillance in shadow mode inside an operative control tower. The
novel interface for drone monitoring will thus tested in the near future, exploiting a simulated drone
incursion by means of real telemetry logs of a previously flown drone. The results of this research
could be used in the future for integrating complex applications, e.g. including drone surveillance
integrated within airport traffic control interfaces or using the developed interface for the monitor-
ing of swarms of collaborative drones. Furthermore, additional surveillance overlays could be easily
integrated, including aids for low-visibility/night conditions and obstacle/aiming point identification.
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