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Abstract

Runtime monitoring is a key element in safety critical flight control applications, where fault tolerance is often
achieved by automatic failure detection and subsequent reconfiguration. Model-based runtime monitoring
uses knowledge of the system dynamics in order to detect incompliant behavior. In this paper, a novel model
structure for model-based monitoring of closed-loop systems is proposed, that is inspired by an extended
incremental nonlinear dynamic inversion control approach. It ensures that the dynamics of the monitoring
models reflect the relative degree of the plant including its actuator dynamics. The model structure thereby
allows decoupling of residual signals from the control input as the lag in the response to control inputs is
correctly incorporated in the model. Monitoring of allowable intervals for dynamic responses is enabled by
integration of the model structure with a method for model-based monitoring of uncertain systems. Considering
its application in the domain of flight control, the resulting monitor requires no physical modelling of the aircraft
and allows to account for the effect of additional lag in the closed-loop’s response due to the dynamics of the
actuation system. Thus, failure detection capability with respect to allowable system responses derived from
high-level requirements is improved. The approaches effectiveness is demonstrated in a simulative use case
for runtime response monitoring of requirements from ADS-33E-PRF with a nonlinear model of a piloted vertical
take-off and landing aircraft in hover flight. Results of optimization-based worst-case analysis are presented in
order to assess the monitor’s proneness to generate false alarms. The improved capability to detect failures in
the presence of uncertainty is finally validated through numerical simulations.
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1. Introduction
Safety assurance is a central aspect in the development of digital aerial control systems. For safety
critical flight control software, high validation and verification (V&V) efforts are demanded in order
to provide confidence that errors have been removed during design time. Hence, full V&V of novel
control approaches with inherent increased software complexity may be challenging and safety as-
surance during runtime is considered as an alternative [1]. In order to ensure safety by means of
physical state constraints, fallback control system designs that base on set invariance theory have
been proposed [2], [3]. While formal guarantees with respect to the state constraints can be given,
hazards that may result from incompliant aircraft response to inputs at the pilot’s control inceptors,
with the aircraft remaining within the constrained state space, are not covered. In [4], the potentially
catastrophic event of Loss-of-control has been characterized not only by violation of normal flight
envelopes, but also as "a motion that is not predictably altered by pilot control inputs". Pilot induced
oscillations that result from such degraded aircraft response to inceptor inputs furthermore have been
identified a major cause for Loss-of-control. Hence, ensuring compliance to state constraints only is
not sufficient for safety if hazards, that result from incompliant aircraft response to pilot inputs, shall
be mitigated. In order to address this gap, model-based failure detection of the aircraft response
has been proposed [5]. Based on high-level aircraft response requirements, the expected response
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of an aircraft’s short-period motion is given by runtime execution of a linear system model and in-
compliant response can be identified through appropriate selection of the failure detection threshold.
False alarms that may result from higher order dynamics of the plant, when only low-order dynamics
are considered in the monitoring model, are not regarded. In [6], a model-based monitoring method
is proposed that captures allowable parametric intervals by incrementally simulating the dynamics
of the uncertainty space only at it’s corner points. If monotonicity of the uncertain dynamics is given
with respect to the uncertain parameters, upper and lower bounds for measurements can be obtained
from the incremental simulations. The approach is extended in [7] in order to additionally propagate
stochastic uncertainties through linear dynamics, thereby providing stochastically motivated bound-
aries for the measurements that are used for compliance monitoring. The author proposes to derive
the monitoring models by numerical linearization, which implies a dependency on the accuracy of the
utilized model. Furthermore, effects of actuator dynamics are not covered.
In this paper, a novel model structure for model-based runtime monitoring of closed-loop system
responses is proposed. The structure is inspired by the derivation of an extended incremental nonlin-
ear dynamic inversion (INDI) control approach that was proposed in [8]. The order of the monitoring
dynamics is derived from the relative degree of the plant including actuator dynamics. Hence, the
physically driven lag in the response of the system’s outputs with respect to control inputs is correctly
accounted for, which improves decoupling of residuals from the control input. Furthermore, model
dependency with respect to physical plant-parameters is low, as no physical modelling is required.
In the scope of monitoring of an aircraft’s response to pilot inputs, its application allows to address
uncertainty in the aircraft’s response on acceleration level, which is highly affected by actuator dynam-
ics. Thus, monitoring performance with respect to false alarms and missed detections is improved.
The paper further contributes through validation of the proposed structure in a simulative use case
with a high-fidelity model of a piloted vertical take-off and landing (VTOL) aircraft in hover flight. A
demonstration of model-based monitoring for runtime verification of dynamic response requirements
with a high-fidelity nonlinear aircraft model advances the maturity and applicability of the approach
and has, to the best of the author’s knowledge, not been reported yet.
The remainder of the paper is structured as follows: In section 2. the extended INDI control law as
proposed in [8], and the herein integrated method for model-based monitoring of uncertain systems
from [6], are briefly introduced. Next, the structure of the monitoring-models is derived, and a descrip-
tion of the logics included for failure detection is provided. Finally, we analyze the effects of higher
order actuator dynamics onto the residuals of the detection logics. In section 3. , the monitoring
approach is demonstrated in a use case with a high fidelity flight-dynamical model of a VTOL aircraft
that is controlled by the control law for simplified vehicle operations developed in [9]. A monitoring
design is derived, that bases on dynamic response requirements from ADS-33E-PRF [10]. Its robust-
ness towards false positive alarms due to arbitrary sequences of input signals at the pilot inceptor is
validated through optimization-based worst-case analysis. Finally the improvement of the monitor’s
capability for failure detection is demonstrated in numerical simulations and section 4. provides a
conclusion and an outlook on future work.

2. Derivation of the Monitor
In this section, the model-based runtime monitor is derived. Firstly, the extended INDI control law is
introduced. Secondly, the method for online monitoring applied in this paper is described. Thirdly, the
proposed model structure is presented and finally robustness towards structural modelling uncertain-
ties is analyzed.

2.1 The extended INDI control law
INDI is a sensor-based control approach that utilizes feedback of the state derivative in order to
reduce model dependency to an estimation of the control effectiveness. Though actuator dynamics
are usually neglected, their effect is considered in the INDI control law design in [11]. In order to
account for actuators with differing dynamics, an extension has been proposed in [8]. Furthermore,
the controller designed for simplified vehicle operation of VTOL aircraft proposed in [9] implements the
extended approach. In this paper, a model structure for model-based runtime monitoring is derived
that aims to account for the lag in the closed-loop’s response to control inputs. The extended INDI
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approach inherently addresses this aspect by consideration of the plant’s relative degree and the
additional lag resulting from actuator dynamics. Hence, the model structure is derived from the
closed-loop response provided by the extended INDI control approach. Therefore, the derivation of
the extended INDI control approach is briefly introduced next. The system dynamics are given as

ẋ(t) = f (x(t),u(t))

y(t) = h(x(t)),
(1)

with the state x ∈ Rnx , control input u ∈ Rnu , and output y ∈ Rny . Furthermore the functions f : (Rnx ×
Rnu)→ Rnx and h : Rnx → Rny are k+2 times differentiable mappings. The dependency on the time is
omitted in the following in order to simplify the notation. The output can be differentiated k times until
the control input u explicitly appears. The resulting transformed system is given by

y(k) = F(x,u), (2)

with a subsequent chain of k integrators applied on y(k) in order to obtain the higher channel system
outputs. Now, first order actuator dynamics are considered and one further derivative allows to
include the actuator states into the system dynamics. It yields

y(k+1) = Fxẋ+Fuu̇, (3)

with the partial derivatives Fx =
∂F(u,x)

∂x and Fu =
∂F(u,x)

∂u . In the following, the state dependent term is
neglected [8] [12] and first order actuator dynamics are given as

u̇ = Ka(uc −u), (4)

with the diagonal matrix Ka that contains inverted time constants of the actuator dynamics along its
diagonal elements. The incremental control law can now be obtained by

uc = (FuKa)
+

ν +u, (5)

with the Moore-Penrose inverse (FuKa)
+ rendering a right inverse of (FuKa) assuming Fu has full row

rank. Finally, the pseudo control ν is chosen as

ν = kν(y
(k)
c − y(k)) (6)

in [8]. Hence, a first-order response of the actuation system to the commanded output y(k)c is obtained.
Note that the dynamics of Eq.(6) will, in the case of aircraft control, specify the desired dynamics for
forces and moments produced by the actuation system. In the following, we will refer to these dynam-
ics as the inner-loop dynamics. The derivation above only holds in case that no model uncertainty
is considered for the actuation bandwidth and the control effectiveness, which will not reflect reality.
In order to demonstrate the effect of uncertainty, we consider a one dimensional motion and replace
the uncertain parameters in the control law with their estimates F̂uK̂a. We get

uc =
(
F̂uK̂a

)+
ν +u. (7)

Inserting the law in the dynamics of Eq. (3) and neglecting the state dependent term gives

y(k+1) = FuKa
(
F̂uK̂a

)+ kν(y
(k)
c − y(k)). (8)

Here, the term FuKa
(
F̂uK̂a

)+ denotes a scalar and thus the model uncertainty affects the bandwidth
of the inner-loop. Hence, it can be concluded that model uncertainty affects the bandwidth of the
inner-loop and propagates upwards through the chain of integrators.
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2.2 Model-Based Monitoring with Imprecise Dynamics
Having introduced the control law, the design of the monitor is addressed next. For that purpose, the
model-based method for system response monitoring initially proposed in [6] and further extended in
[7] is used in this paper and will briefly be introduced.
For systems with a known structure but uncertain parameters, the uncertain parameter intervals can
be defined in an n×2 dimensional vector p with

p =
[
(p1,lo, p1,up) (p2,lo, p2,up) ... (pn,lo, pn,up)

]T (9)

with lo and up giving the lower and upper bounds of the respective interval. As proposed in [6],
the trajectories of the system that are affected by the uncertainty can be bounded by evaluation of
the system’s dynamics only at the 2n corner points of the uncertainty space given in vector p. The
resulting set of systems can be describe by

X(t) = {xi(t) : ẋi(t) = f (xi(t),u(t), pi)}
Y (t) = {yi(t) : yi(t) = g(xi(t), pi)},

(10)

with i ∈ [1, ...,2n]. Additionally, in order for the states in the equation above to bound the trajectories,
the states at the corner points must change monotonously with respect to the uncertain parameters
p. Monotonicity can be decided by considering the states sensitivity with respect to p which is given
by

dW (t,x, p)
dt

= A(t,x, p)W (t,x, p)+V (t,x, p), (11)

with

a(t, i, j) =
∂ ẋ(t,x, p)

∂x j
,

v(t, i, j) =
∂ ẋ(t,x, p)

∂ p j
,

w(t, i, j) =
dx(t, p)

d p j
,

W (0,x0, p) = 0

(12)

and hence, monotonicity is given if all entries w(t, i, j) have the same sign [6]. For linear dynamics,
stochastic uncertainties that result from measurement inaccuracies and process noise can be cov-
ered by additionally propagating the uncertainties through the set of dynamics described by Eq. (10)
as proposed in [7]. Furthermore, the check for monotonicity is only fulfilled for limited simulation inter-
vals of the system’s corner dynamics. Thus, it is proposed in [7] to reset of the simulated states on the
measurements frequently. The resulting short simulation intervals decrease the methods sensitivity
to detect incompliant system response. However, it has been demonstrated in [7], that monotonicity
is given most of the time for simulation intervals that are required for effective failure detection.

2.3 Monitoring of Uncertain Aircraft Response
In [7], the method introduced above is applied for model-based monitoring of the vertical distance
of two large fixed-wing aircraft. The models are derived by linearization of the longitudinal dynamics
and the effect of actuator dynamics on the response of aircraft-level moments is neglected. Thus, the
effect of actuator dynamics on the inner-loop is reflected in the model structure for online monitoring
in this paper. Furthermore, parametric uncertainty in the inner-loop’s dynamics is accounted for in
the model, while the effect of structural uncertainty is analyzed qualitatively. For derivation of the
model structure, the transformed system dynamics from Eqs. (6) and (3) is applied. Hence, the set
of allowable dynamics yields

Y (0)
m = {y(0)m,i}

...

Y (k)
m = {y(k)m,i}

Y (k+1)
m = {y(k+1)

m,i : y(k+1)
m,i = kν , j(y

(k)
m,c,i − y(k)m,i)},

(13)
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with i ∈ [1...2n], j ∈ {up, lo} and y(k)m,c,i can be designed arbitrarily in order to provide the required re-
sponse of the higher level states. For that purpose n uncertain parameters may be used in addition to
kν , j. The higher level states y(k)m,i...y

(0)
m,i can be obtained by successive integration. Additional mapping

functions can be included to reflect kinematic couplings between the response variables. An example
is given in the later presented use case. Note that no physical modelling of the aircraft is required, as
the model structure reflects a desired aircraft response. Actuator dynamics are inherently accounted
for by the uncertain outputs Y (k+1)

m , that could be interpreted as a set of allowable aircraft-level jerks.
Next, the failure detection logics of the monitor are defined. As described in the section above, the
states need to be reset frequently in order to achieve monotonicity for most of the time. Here, we
choose the initial values to be the measurements, which allows to include stochastic uncertainty in
the bounds for the allowable trajectories as proposed in [7]. In order to finally detect incompliant
system response, we introduce the residual logic similar to [6] that yields

rk,lo = y(k)− y(k)lo ,

rk,up = y(k)− y(k)up ,
(14)

with y(k)lo = min{y(k)m,i} and y(k)up = max{y(k)m,i}. Further residual signals can be defined accordingly for the
remaining measurements of y(k−1)...y0. Finally, incompliant system response is detected if(

rk,lo < 0∨ rk,up > 0
)
∧
(
sgn(wi, j,min) = sgn(wi, j,max)

)
(15)

holds. The described derivation renders the first novelty of this paper. Based on the transformed
system dynamics derived in the extended INDI control approach, a generic structure of the set of
allowable closed-loop dynamics is provided, which is suitable for derivation of the monitoring models.
It ensures that the dynamics of monitoring models account for the system’s relative degree includ-
ing its actuator dynamics. As the relative degree provides a measure of the minimum lag of the
system output with respect to the control input [13], its consideration in the monitoring-model im-
proves decoupling of the residuals from the closed-loop input. Furthermore, no modelling of physical
system-coefficients is required. In the scope of monitoring of an aircraft’s response to pilot inputs, its
application allows to account for the additional lag that results from actuator dynamics in the mon-
itoring model. Thereby, performance with respect to false alarms and failure detection capability is
improved. A demonstration of the proposed modelling structure’s effectiveness is provided in a use
case in the next section.
In the following, a qualitative analysis of the monitor’s robustness with respect to structural model
errors is provided. For that purpose we assume that the system is controlled by a control law as
presented in section 2.1, which is not required for the application of the model structure in general.
Having introduced the residual signals, the effect of higher order actuator dynamics in the closed-loop
system can be observed in the linear frequency response of the residuals to desired inputs y(k)c . The
transformed system dynamics from Eq. (8) essentially consists of a first order response to y(k)c , and a
successive chain of integrators. Thus, assuming constant control effectiveness Fu and second order
actuator dynamics, a second order response of y(k) is produced, that is modelled by including another
derivative in the dynamics of Eq.(8). It yields

y(k+2) = ka(kν(y
(k)
c − y(k))− y(k+1)). (16)

For derivation of the equation above ka can be referred to as an inner-loop parameter of the actuator
dynamics. As residuals are defined on each level of integration as given in Eq. (14), the structural
mismatch propagates to the upper level residuals through the chain of integrators. The effect can
be obtained from Fig 1 for the dynamics introduced so far and k = 2. Here, the transfer functions
from input y(2)c to r2, r1 and r0 are considered, with the residuals rk = y(k) − y(k)m , y(k)m as in Eq. (13)
if no parametric uncertainties are present. Furthermore y(k)c = y(k)m,c is assumed, and thus only the
structural mismatch between the first order actuator dynamics assumed in the monitor and the re-
spective second order dynamics of the system excites a response of the residual signals. As each
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Figure 1 – Frequency response of residuals rk to command signals y(k)c , assuming y(k)c = y(k)m,c, no
parametric uncertainty and the closed-loop system to include second order actuator dynamics. The
model used for monitoring assumes first order inner-loop dynamics from Eq. (13) which excites the

residuals on the respective integration levels.

integrator reduces the residual magnification at high frequency inputs but increases them at the low
frequencies, it can be concluded that magnification of unconsidered higher order actuator dynamics
that may trigger false monitoring alarms can be reduced by choosing only the residuals with small
peak gains for runtime monitoring.

3. Monitoring of the Dynamic Response of a VTOL Aircraft in Hover Flight
In this section, we apply the introduced model structure in a simulative use case for monitoring of a
VTOL aircraft’s lateral dynamics in hover flight. First, we describe the system consisting of a nonlinear
VTOL aircraft model, a control law and the model-based monitor. Next, an analysis of the monitor’s
failure detection performance is provided that focuses on the effect of uncertain inner-loop dynamics.
Therefore, we evaluate the monitor’s robustness towards false alarms in the presence of uncertain
inner-loop dynamics. Finally, we analyze it’s capability of detecting failed responses with respect to
requirements from ADS-33E-PRF [10]. The use case renders the second contribution of this paper.
A demonstration of model-based dynamic response monitoring for compliance to handling qualities
requirements with a nonlinear high-fidelity aircraft model has, to the best of the author’s knowledge,
not been reported yet. Thereby, this section contributes by advancing the maturity and applicability
of online dynamic response monitoring for flight control.

3.1 System Description
The aircraft model used in this section implements the rigid body equations of motion of a VTOL
aircraft and includes lookup tables that reflect aircraft and propeller aerodynamics. Control effectors
are arranged in a lift+cruise configuration and thus lift is provided by multiple propeller engines that
produce thrust along the aircraft’s vertical axis in hover flight. Additionally, the model features higher
order models for electro-mechanical actuators that include modelling of electrical current limitations.
Furthermore the model includes a digital flight control law that implements the extended INDI-type
control law from Eqs. (5), (6) and realizes a translational rate command response type as specified in
ADS-33E-PRF, a military standard that includes performance specifications and Handling Qualities
Requirements [10]. The control law has been designed in [9] in order to implement a concept for
simplified vehicle operations. The aircraft model has been used for simulative validation in [9] and
[14], and furthermore worst-case analysis of the setup has been performed in [15]. In the following,
the monitoring design is derived and the uncertain parameter space is presented.
In hover flight, the pilot is able to command yaw rate ψ̇ and kinematic velocities in the C-frame, which
relates to the north-east-down frame by a rotation around the aircraft’s heading [9]. In this use case,
we only consider tracking of the lateral velocity VC,y. As the aircraft has a lift+cruise configuration, lat-
eral motion is created through excitation of the roll angle φ in order to provide the lateral acceleration
V̇C,y. It can be modelled by

V̇C,y =−sin(φm) fB,z (17)

6
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Figure 2 – Definition of equivalent rise time as given in [10].

for the herein considered one dimensional motion. Thus, an aircraft-level angular acceleration φ̈

needs to be provided by control of the lift propellers rotational speeds, resulting in a system relative
degree of k = 3. Applying the structure for the monitoring dynamics given in Eq. (13), we can express
the aircraft’s lateral dynamics with

...
φ m = kν

[
k

φ̇

(
asin

(
ω2

0 (VC,y,des −VC,y,m)

− fB,z

)
−2ω0ζ φm − φ̇m

)
− φ̈m

]
, (18)

where VC,y,des is the desired lateral velocity. Furthermore, the modelled roll angle and its derivatives
φm, φ̇m, φ̈m are obtained by respective integration of

...
φ m and the modelled lateral Velocity VC,y,m is given

by integration of it’s derivative V̇C,y,m, which follows Eq.(17). The body-fixed vertical specific force fB,z

can be obtained from the measurements. Finally, ω0, ζ , k
φ̇

and kν denote the design parameters
that shape the dynamic response of the lateral velocity VC,y,m. Next, the requirement considered for
specification of dynamic responses to inputs VC,y,des is introduced. In ADS-33E-PRF [10] allowable
dynamic responses to pilot inceptor inputs are specified for translational rate response type aircraft
by means of an equivalent rise time parameter that is given in Fig. 2. The parameter for equivalent
rise time Tẏ,eq shall remain between 2.5 and 5 seconds. The smaller limit intends to bound the
abruptness of attitude changes for aircraft configurations that use attitude for generation of horizontal
acceleration [16] like it is done in the configuration considered here. As kν ∈ [kν ,lo kν ,up] reflects the
uncertain inner-loop dynamics, we further shape the allowable responses with ω0 ∈ [ω0,up ω0,lo] and
hence the uncertain parameter space is given by

p = [(ω0,lo ω0,up) (kν ,lo kν ,up)]
T . (19)

Furthermore, we choose ζ and k
φ̇

to be constant here for simplicity. Hence, we can tune the overall
allowable response quickness of VC,y with the parameter space of ω0 and additionally account for the
uncertain response of the inner-loop by defining the parameter space of kν .
In the following, we apply the introduced monitoring model to the simulation environment that includes
the nonlinear model of the VTOL aircraft and the control law. Though in [6] and [7] it is suggested
to use each measurement update to re-initialize the states of the monitoring-models, the simulation
intervals need to be at least larger than the sample time of the monitoring software, if it shall be
considered for real world application in a digital flight control system. Hence, a simulation interval
of 0.1 seconds is chosen here. As higher order dynamics of the actuators are not reflected in the
monitoring model, the residuals for failure detection are only considered for the lateral velocity and its
derivative, such that the structural discrepancy has negligible effect on the residuals. Therefore, the
definition of the residuals yields

r0,up =VC,y −VC,y,up +∆VC ,

r1,up = V̇C,y −V̇C,y,up +∆V̇C
,

(20)
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with the residuals for the lower limits being defined accordingly. The constant margins ∆ are intro-
duced for additional robustness towards false alarms that may result from nonlinearities of the system
that are not reflected in the models for monitoring. The values chosen here increase robustness to-
wards false positive failure detections on the one hand, but also decrease the sensitivity of the failure
detection on the other hand. Therefore, the procedure for their tuning is the following:

• Initially, no constant margins are included and the worst-case residuals are obtained for the
closed-loop controlled aircraft with the desired inner-loop’s bandwidth of the controller kν ,c set
to the lower boundary of the allowable uncertainty. It is chosen in a way that the requirements
on equivalent rise remain fulfilled for the aircraft model controlled by the controller. A set of
margins is then obtained for the case that the uncertainty is implemented in the monitoring
model’s parameter kν , as well as for the case that does not consider the uncertainty.

• Next, the failure detection capability of both monitors with integrated margins is compared in a
step response scenario. Here, we set the controller’s inner-loop bandwidth parameter kν ,c to be
smaller then the minimum value of the uncertainty interval considered for kν in order to simulate
a degraded aircraft response that violates the requirements.

3.2 False Positive Analysis
Here, we analyze the monitors robustness towards false alarms, that may be triggered by the input
sequence for the desired lateral velocity VC,y,des by means of an optimization based worst-case anal-
ysis. The utilized optimization framework has been applied for worst-case analysis in the scope of
aircraft flight control systems in [15], [17] and [18]. It bases on a Double Deep Q-Network agent that
is trained over multiple simulation runs, also called episodes, in order to maximize a predefined scalar
reward that can be obtained with a predefined set of actions, also called the action space. During
each simulation run, the agent draws multiple actions from the action space and hence each run pro-
vides an action sequence with an associated reward. The training process itself thereby renders the
optimization process and the action sequence that could obtain the maximum reward is considered
the worst-case. More details on the method can be found in [15]. A simulation environment has been
set up that includes the model of the VTOL aircraft, the control law and the monitor described above.
Here, the actions provided for the optimization agent constitute a limited set of normalized pilot incep-
tor displacements δs that result in the desired velocities VC,y,des after an input scaling module which is
not further specified here. The normalized action space has been chosen to be

A = {δs : δs ∈ {−1,−0.5,−0.3,−0.15,0,0.15,0.3,0.5,1}} . (21)

and the parameters for the Double Deep Q-Network agent have been adopted from [17]. The worst-
case trajectories provided by the optimization agent for the two cases of uncertain and uncertainty-
free inner-loop dynamics in the monitoring models are is given in Fig. 3. Here, the reward function
was chosen to maximize the residual r1,up and hence only the lateral accelerations are considered
for optimization. The lower plots in the figure contain the maximum residuals achieved during the
simulation run if monotonicity of the is given. Clearly, it can be obtained, that a comparatively large
residual can be achieved if the monitor assumes no uncertainty in the inner-loop, whereas it remains
small if the uncertainty is accounted for. In the following these values are included as the margins ∆V̇C

for the two monitoring cases, and the resulting capability for failure detection is analyzed.

3.3 Missed Detection Analysis
Next, the effects of uncertainty in the inner-loop’s bandwidth onto the high-level aircraft response
to pilot inputs and the respective capability for failure detection is analyzed. The system’s step re-
sponses for ideal and off-nominal inner-loop bandwidth are shown in Fig. 4. The trajectories of VC,y,des
result from a step input at the pilot inceptor. Fastest and slowest responses of the set of uncertain
dynamics from Eqs. (17), (18) and (19) are given by V̄C,y,up and V̄C,y,lo and are designed to fulfill the
requirements on equivalent rise time from ADS-33E-PRF [10] as in Fig. 2. In order to simulate off-
nominal closed-loop response due to inner-loop failures, the inner-loop bandwidth parameter kν ,c of
the controller can be adapted. Thus, kν ,c has been reduced here in the control law from the ideal

8



Dynamic Response Monitoring of Flight Control with Incremental Nonlinear Dynamic Inversion

4 6 8 10 12 14
0

2

4

4 6 8 10 12 14

-2

0

2

4 6 8 10 12 14
0

0.02

0.04

4 6 8 10 12 14
0

0.02

0.04

Figure 3 – Worst-Case residuals r1,up (bottom) with according trajectories for normalized inceptor
displacement δs and lateral velocity VC,y. The inner-loop bandwidth of the controlled aircraft model is
set to kν ,c = kν ,lo. Left: ∆V̇ = 0, with uncertain inner-loop bandwidth in the monitoring models, Right:

∆V̇ = 0 with nominal inner-loop bandwidth in the monitoring models.

Figure 4 – Step responses of the closed-loop controlled aircraft model. Left: nominal response.
Center: degraded response with inner-loop bandwidth of the controller kν ,c < kν ,lo. Instances of

failure detections of the monitor that includes uncertain inner-loop dynamics are denoted with red
markers. Right: Maximum obtained residuals of the monitor that includes inner-loop uncertainties

(blue) and the monitor that assumes exact, nominal inner loop dynamics (red).

value of 15 to 1.5. The step responses can be obtained from Fig. 4. Though the aircraft response
remains stable in the centered plot, the slow inner-loop dynamics cause a violation of the upper veloc-
ity limit V̄C,y,up after 4.7 seconds, which suggests an overly abrupt attitude response, and furthermore
causes high oscillations in the velocity response. The red markers in the centered plot illustrate the
time instances when a failure is detected by the monitor that includes inner-loop uncertainty and the
margins gathered from the section above. It can be observed that the failed response is rapidly de-
tected, which is also indicated by the trajectory of the corresponding maximum residual signal (blue)
in the right plot. As before, max(r1,up) gives the maximum residual obtained during the simulation
run at a given time, if monotonicity is given. Due to the high constant margins required to compen-
sate the inner-loop’s uncertainty, the trajectory of the maximum residual in red remains smaller then
zero. Thus, the failed response remains undetected by the monitor that implements a constant and
ideal inner-loop bandwidth. It results that the ∆V̇C,y required to avoid false positive alarms hides the
failed aircraft response as max(r1,up,nom)(t) < 0 and hence the scenario renders a missed detection.
Finally, it can be concluded that the failed response remains undetectable if the uncertain inner-loop
dynamics are not implemented in the monitor and robustness towards false alarms is required.
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4. Conclusion
In this paper, a novel model structure for model-based monitoring is proposed, that bases on the
transformed dynamical system considered in the derivation of an extended INDI-type control law.
Thus, it accounts for the system’s relative degree including actuator dynamics in order to decouple
the residual signals from the control input. As dynamic response requirements are often expressed
through intervals for allowable high-level response measures, the monitoring model fulfils the set of
allowable responses by integrating a method for imprecise modelling. Robustness towards structural
uncertainty that results from high order actuator dynamics is addressed qualitatively. Hence, the de-
rived monitoring approach allows to tightly monitor the correctness of the input-response with respect
to high level requirements while achieving robustness towards false positive failure detections.
The effectiveness of the monitoring is demonstrated in a simulation-based use case for monitoring
of the closed-loop response of a VTOL aircraft in hover flight. A monitor is designed for verification
of the aircraft’s input-response with respect to requirements from ADS-33E-PRF. The analysis points
out the importance of modelling the closed-loop’s inner-loop dynamics, which is mainly driven by
the dynamics of the actuation system, in the monitor. The use case adds to the state of the art, as it
demonstrates the applicability of model-based runtime monitoring of dynamic response requirements
in a high-fidelity simulation, which has not been reported yet. Future work includes application of the
model structure for monitoring in the presence of stochastic disturbances like measurement noise or
exogenous disturbance inputs.
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