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Abstract

Interest in aircraft electrification and hydrogen fuel cells is driving demand for efficient waste heat management
systems. Ultimately, most of the heat must be rejected to the freestream air. Ducted heat exchangers, also
called ducted radiators, are the most common and effective way to do this. Engineers manually design ducted
heat exchangers by adjusting the duct’s shape and heat exchanger’s configuration to reduce drag and transfer
sufficient heat. This manual approach misses potential performance improvements because engineers can-
not simultaneously consider all of the complex interactions between the detailed duct shape, heat exchanger
design, and operating conditions. To find these potential gains, we apply gradient-based optimization to a
three-dimensional ducted heat exchanger computational fluid dyanmics model. The optimizer determines the
duct shape, heat exchanger size, heater exchanger channel geometry, and coolant flow rate that minimize
the ducted heat exchanger’s power requirements while rejecting enough heat. Gradient-based optimization
enables the use of nearly 100 shape design variables, creating a large design space and allowing fine tuning
of the optimized design. When applied to an arbitrary, poorly-performing baseline, our method produces a nu-
anced and sophisticated ducted heat exchanger design with five times less cruise drag. Employing this method
in the design of electric and fuel cell aircraft thermal management could uncover performance not achievable
with manual design practices.

Keywords: Multidisciplinary design optimization, heat transfer, aerodynamics

Nomenclature

A area
D drag
L lift
ṁ mass flow rate
P power
p pressure
qc compressible dynamic pressure
r residual
T temperature
v true airspeed
W weight
ηmotor electric motor and inverter efficiency
ηprop propulsive efficiency

ηpump coolant pump efficiency
ρ density
(·)HX heat exchanger model quantity
(·)CFD CFD model quantity
(·)coolant coolant quantity
(·)ecrz economy cruise
(·)hscrz high-speed cruise
(·)in quantity at heat exchanger face
(·)out quantity at heat exchanger exit
(·)rto rolling takeoff
(·)t stagnation quantity
(·)∞ freestream quantity
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1. Introduction

Hydrogen fuel cell and electric aircraft have a fundamental thermal management challenge: fuel
cells and electrical components accumulate waste heat within their structure [1, 2]. This is unlike
conventional jet engines, which exhaust most of their waste heat. Further complicating the problem
is the fact that fuel cell and electrical component waste heat is at low temperatures, usually less than
100°C. This provides a smaller temperature difference between the hot components and ambient air
compared to conventional combustion engines, making efficient thermal management challenging.

Heat exchangers are the primary way that aircraft transfer heat from liquid coolant to the surrounding
air. If placed directly in the freestream, a heat exchanger’s heat transfer is proportional to aircraft
speed, while the power needed to overcome the heat exchanger’s drag scales with the cube of
the speed [3]. Embedding the heat exchanger in a duct (Figure 1) can overcome this unfavorable
scaling [4, Sec. IX.B]. A well-designed duct inlet slows the air, reducing the pressure loss across
the heat exchanger. The nozzle downstream of the heat exchanger can convert some of the waste
heat into thrust [5]. The thrust does not fully offset the drag of the duct and heat exchanger at low
freestream Mach numbers [6], but it may at higher speeds with more available ram pressure.

Air

Coolant

Duct

Heat
exchanger

Figure 1 – The duct slows the air, reducing the pressure drop across heat exchanger.

Designers need a heat exchanger model, a duct model, and a method to couple the two. Modern heat
exchanger design relies on empirical analysis methods [7–9]. These methods assume a specific type
of heat exchanger and provide scaling correlations to determine the heat exchanger’s performance
for modified heat exchanger geometry or flow conditions. Computational fluid dynamics (CFD) anal-
yses of heat exchangers enable detailed design of fin and channel shapes [10–13]. However, this
methodology is usually limited to simulating a single channel. Meshing and analyzing an entire heat
exchanger requires orders of magnitude more computation, making it impractical to incorporate this
approach directly into a complete ducted heat exchanger model.

Duct designers commonly use quasi-one-dimensional compressible flow models and CFD. Quasi-
one-dimensional methods can estimate forces, flow conditions, and necessary cross-sectional ar-
eas. The popular Numerical Propulsion System Simulation (NPSS) [14] and pyCycle [15] codes use
quasi-one-dimensional methods to model ducts in engine design. Jasa et al. [16] use a quasi-one-
dimensional third stream ducted heat exchanger to augment waste heat rejection for a supersonic
turbofan configuration. Brelje et al. [17] implement a quasi-one-dimensional duct for aircraft thermal
management system design. Quasi-one-dimensional models can use empirical correction factors to
approximate the performance effects of different shapes [18], but the models do not directly capture
the detailed shape. Shaping inlets to maximize pressure recovery and minimize drag is a challenging
task and is critical for achieving the best performance [19]. To avoid separation on the exterior or inte-
rior of the inlet at a range of design conditions, a designer must determine an appropriate angle and
radius for the inlet lip. CFD allows designers to directly model the shape and investigate these design
tradeoffs. CFD analysis of ducts is commonplace, and there are many examples of CFD-based duct
shape optimization ranging from simple flow through configurations to complex turbofans [20–26].

Simulating a ducted heat exchanger requires the coupling of heat exchanger and duct models. For
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conceptual design, empirical heat exchanger models have been integrated into quasi-one-dimensional
duct models [17, 27, 28]. For more detailed shape design, Drela [29] couples a simplified heat ex-
changer model to MSES, a viscous/inviscid two-dimensional airfoil code [30]. He prescribes a heat
rejection rate, which dictates the air’s enthalpy change across heat exchanger mesh cells. The model
computes the pressure drop across the heat exchanger as a specified fraction of dynamic pressure
at the heat exchanger’s face. His model assumes that the velocity at the heat exchanger’s exit is nor-
mal to the heat exchanger’s face. Drela also introduces terms to the integral boundary layer model
in the heat exchanger cells to capture the heat exchanger’s boundary layer thinning effect. Another
way to model a heat exchanger within a duct CFD analysis is with porous media [31]. This approach
introduces viscous and inertial source terms to the momentum governing equation to represent the
pressure drop and resistance across the heat exchanger. These terms can be direction dependent
to simulate the heat exchanger’s flow-straightening effect. A separate source term in the energy
governing equation models the heat transfer to the fluid. Patrao et al. [32] use a porous media ap-
proach to simulate a heat exchanger embedded in a duct for intercooling and recuperation within a
hydrogen turbofan core. The momentum and heat transfer source terms are derived from empirical
pressure drop and heat transfer correlations. A genetic optimizer tunes duct shape parameters of the
two-dimensional, axisymmetric model. The optimization problem does not include heat exchanger
sizing and channel design variables; nor does it include heat transfer as an objective or constraint.
Hendricks et al. [33] also perform CFD-based coupled duct and heat exchanger analysis, but not
optimization.

CFD-based aerodynamic shape and thermal optimization of a ducted heat exchanger can automat-
ically determine the duct shape and heat exchanger properties that optimally balance heat transfer,
overall drag, inlet pressure recovery, coolant pumping power, and other important metrics. Shape
optimization with CFD and the adjoint method enables aerodynamic design involving hundreds or
more shape design variables and has been applied to many airfoil and wing design problems [34],
but not to coupled duct and heat exchanger design. Part of the challenge is making it computationally
tractable. Most applications of numerical optimization to engineering problems use gradient-free opti-
mizers to simplify the problem setup. Gradient-free optimizers can only handle up to about 10 design
variables before they become prohibitively inefficient [35, Sec. 7.1]. If efficient gradient computa-
tion is available, gradient-based optimizers can optimize thousands of design variables. This allows
enough design freedom to precisely parameterize three-dimensional shapes and handle many prac-
tical constraints. However, efficiently computing gradients requires substantial implementation effort,
particularly for complicated and coupled numerical models.

This work demonstrates the first application of gradient-based optimization to the design of ducted
heat exchangers, including the bidirectional coupling of the duct and heat exchanger physics and
design. We use Reynolds-averaged Navier–Stokes (RANS) CFD to simulate the fluid flow inside and
outside the duct. An empirical heat exchanger model predicts the pressure drop and heat transfer, us-
ing averaged inlet flow conditions from the CFD at the heat exchanger’s face. At the heat exchanger’s
exit, we match flow conditions between the heat exchanger and CFD models. The optimizer adjusts
the duct shape, heat exchanger geometry, and coolant pumping rate to minimize the power needed
to overcome the ducted heat exchanger’s drag, weight, and pump power.

2. Methods

We separate the ducted heat exchanger into two independently-modeled regions shown in Figure 2:
1) the fluid domain in and around the duct, and 2) the heat exchanger. The fluid domain is modeled
with RANS CFD, discussed in Section 2.1. The temperature and pressure changes through the heat
exchanger are computed using empirical correlations, described in Section 2.2.

The fluid state depends on the heat transfer and pressure drop through the heat exchanger, and the
heat exchanger’s heat transfer and pressure drop depend on the fluid state. This two-way coupling
is partially handled by MPhys1 and partially by using the optimizer as a solver. MPhys is a tool that

1https://github.com/OpenMDAO/mphys
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Figure 2 – The ducted heat exchanger is split into the fluid and heat exchanger domains. The
Reynolds-averaged Navier–Stokes equations model the fluid, while the heat exchanger performance

is predicted by empirical relationships.

takes advantage of OpenMDAO2 [36] to perform high-fidelity multidisciplinary analyses and efficiently
compute derivatives of the coupled system’s outputs with respect to design variables. The optimizer
takes advantage of these derivatives to determine the search direction in the design space. MPhys
has been used to couple heat transfer and fluid analysis models [37]. It has also enabled mixed-
fidelity thermodynamic coupling [23, 25, 38], similar to this work. Section 2.3 describes the coupling
method in detail.

2.1 Fluid domain

ADflow3 [39] computes the fluid flow in and around the duct. It uses the second-order finite volume
method to solve the compressible RANS equations for structured multiblock and overset meshes.
To converge to steady state, ADflow uses multigrid, approximate Newton–Krylov, and Newton–Krylov
methods [40]. We use the approximate Newton–Krylov solver to converge the total residual 12 orders
of magnitude relative to the freestream residual. In this work, we use the Spalart–Allmaras turbulence
model [41]. He et al. [22] compare Spalart–Allmaras, k–ε, and k–ω SST turbulence models to ex-
perimental data [42] for an internal flow problem with heat transfer and find that the Spalart–Allmaras
model aligns most closely with the experiment.

The optimizer requires gradients of functions of interest, such as drag, with respect to the design
variables, such as the duct’s shape. To compute these quantities, ADflow solves the discrete adjoint
equations. It takes advantage of algorithmic differentiation to compute many of the terms in those
equations [43]. Using the adjoint method enables the computation time of these gradients to be nearly
independent from the number of design variables, depending instead on the number of functions of
interest [35, Sec. 6.7].

We generate a structured multiblock mesh for the duct and its internal region with Fidelity Pointwise.
We assume that the duct is horizontally symmetric, so we simulate only the +y (starboard) side and
place a symmetry boundary along the x–z plane. We extrude a volume mesh from the duct surface
and then fill the duct’s interior with a butterfly topology. The resulting mesh is extruded 100 chord
lengths into the farfield with pyHyp4 [44], a tool based on work by Chan and Steger [45]. The mesh
used for optimization (Figure 3) has 1,240,704 cells and a maximum y+ between 0.65 and 0.78 on
the baseline geometry, depending on the flight condition. As the duct’s shape changes throughout
the optimization, the CFD volume mesh is warped to fit the new surface. We use an inverse-distance
weighting method, implemented in IDWarp5 [44], to warp the mesh.

We perform a mesh convergence study by solving the coupled physics (see Section 2.3) at a range of
2https://openmdao.org/
3https://github.com/mdolab/adflow
4https://github.com/mdolab/pyhyp
5https://github.com/mdolab/idwarp
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Figure 3 – The structured multiblock mesh used for optimization has 1.2 million cells.

mesh refinement levels. The results at the economy cruise condition are listed in Table 1 and shown
in Figure 4. We observe an order of accuracy of 1.91, close to the theoretical second-order value.
The grid error convergence, computed using grid convergence indices [46], is 98% of what would
be expected with a 1.91 order of accuracy. This indicates that the meshes are within the asymptotic
region. Furthermore, the boundary condition pressure and temperature values change by only 0.02%
between the 1.2 and 9.9 million cell meshes. For optimization purposes, it is more important for the
functionals to capture the correct trends than to very closely represent their true values without dis-
cretization error. Coppeans et al. [47] show that, despite slight differences in the optimized shape,
airfoils optimized with coarser meshes achieve nearly the same objective function value when reana-
lyzed on a fine mesh as optimizations directly with the fine mesh. Lyu et al. [48] demonstrate similar
behavior for transonic wing optimizations, finding that even meshes with an estimated 6% error in
drag represent the design space sufficiently well. However, the validity of this conclusion depends on
the key flow features in the solution and the optimization problem formulation.

Table 1 – Mesh convergence study on the baseline geometry at the economy cruise condition. We
use the second finest mesh for optimization.

Cells Drag (N)
Heat transfer

(kW)
Cooling

power (kW) pin (kPa) pt , in (kPa) Tt , in (K)

9,925,632 302.3 612.6 60.07 46.70 44.61 314.09
1,240,704 309.6 612.3 61.41 46.69 44.60 314.09
180,200 336.7 611.1 66.41 46.63 44.56 314.13

2.2 Heat exchanger

The heat transfer and pressure drop estimates are based on an empirical crossflow plate–fin compact
heat exchanger model with an offset strip fin geometry [17]. The model is implemented in the Open-
Concept6 [49] aircraft design toolkit. It uses the effectiveness–NTU method for computing the heat
transfer [8, 9]. The pressure drop and heat transfer predictions use experimental correlations from
Manglik and Bergles [50] to estimate the Fanning friction factor and Colburn factor. For additional
modeling details, see Brelje et al. [17].

6https://github.com/mdolab/openconcept
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Figure 4 – The meshes achieve a 1.91 observed order of accuracy and are in the asymptotic region.

The heat exchanger is assumed to be a rectangular prism built of layers of streamwise channels
through which air flows and spanwise channels through which liquid coolant is pumped. The three
dimensions of the rectangular prism are derived from the lengths of lines projected to the CFD mesh
using pyGeo [51], shown in Figure 5. The length of the heat exchanger in the streamwise direction is
the average length of the lines projected from the heat exchanger face to exit boundaries. The other
two dimensions, the height and width of the heat exchanger’s face, are defined such that the heat
exchanger face has the same area and height-to-width ratio as the CFD mesh’s heat exchanger inlet
and exit boundaries (Figure 6). The height and width measurements used to compute the height-to-
width ratio are averaged between the face and exit boundaries. As the duct shape changes, these
lengths are automatically updated to match the new geometry.

Figure 5 – The height, width, and depth of the heat exchanger’s CFD boundaries are each
measured twice and averaged. The black lines show the measured lengths. The blue surfaces are

the heat exchanger face and exit boundaries.

2.3 Fluid and heat exchanger coupling

The heat exchanger’s heat transfer and pressure loss depend on the fluid conditions at its face, which
are determined by the CFD. In turn, the CFD fluid state depends on the outlet conditions computed
by the heat exchanger model. We use a boundary condition formulation (Figure 7) to integrate the
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Figure 6 – The heat exchanger height and width are computed to match the area and heigh-to-width
ratio of the CFD mesh’s heat exchanger boundaries.

CFD and empirical heat exchanger model. The CFD domain does not include the heat exchanger
region. Instead, subsonic outflow and inflow boundary conditions are applied in the CFD domain at
the heat exchanger’s face and exit, respectively. The heat exchanger model cannot consider spatially
varying properties across its face, so we average the states to define a single pressure, temperature,
and so on to pass from the CFD to the heat exchanger model. At the heat exchanger exit, the fluid
states from the one-dimensional heat exchanger model must match the spatially-varying CFD model.
We use a subsonic inlet boundary condition at the heat exchanger exit, which provides a relatively
uniform fluid state. Heat exchangers tend to have relatively uniform outflow conditions with a velocity
direction normal to the heat exchanger exit [29]. Our coupling method approximates this behavior.

Optimizer p, pt, Tt

CFD solver
ADflow

ṁCFDin , pCFDinpCFDt, in , TCFDt, in
ṁCFDin , ṁCFDoutpCFDout , pCFDt, out, TCFDt, out

Heat exchanger
OpenConcept pHXt, out, THXout

rmass
rpressure

rtemperature
Residuals

Figure 7 – The physics coupling the CFD and heat exchanger models, shown with an eXtended
Design Structure Matrix [52]. The optimizer drives the residuals to zero by solving for the boundary

condition states—p at the heat exchanger face outflow boundary and pt and Tt at the heat
exchanger exit inflow boundary. Mass-averaged quantities at the heat exchanger face boundary

computed by the CFD are passed to the heat exchanger. Residuals match the pressure and
temperature at the heat exchanger exit between the two models.

The transfer of information between the CFD and heat exchanger model should conserve mass,
momentum, and energy. To conserve mass, we feed the mass flow rate from the CFD at the heat ex-
changer face to the heat exchanger model. The heat exchanger model maintains constant mass flow
rate. Thus, conserving mass through the whole system requires that the two CFD heat exchanger
boundaries have the same mass flow rate. We form a residual that is the difference between the
mass flow rate computed by the CFD at the outlet and inlet boundaries:

rmass = ṁCFD
in − ṁCFD

out (1)

Momentum and energy are conserved at the face and exit interfaces by matching two intensive flow
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states at each. At the face, total pressure, total temperature, and static pressure are fed to the
heat exchanger model (only two are needed but passing three simplifies the heat exchanger model’s
calculations). At the exit, we form residual equations between the heat exchanger and CFD models
for total pressure and static temperature to ensure that two intensive states match:

rpressure = pHX
t , out − pCFD

t , out (2)

rtemperature = T HX
out − T CFD

out (3)

We use mass averaging to convert spatially-varying quantities to a single value at the heat exchanger
CFD boundaries. Mass and area averaging of intensive quantities both return similar values under
most practical conditions. However, an optimizer will exploit any shortcoming of the model. We
test both mass-averaged and area-averaged quantities. With area-averaged quantities, the optimizer
shapes the inlet to reverse flow at the heat exchanger face’s boundary. We suspect that the optimizer
drives toward reversed flow conditions for two reasons. The first is physical: slower flow into the heat
exchanger reduces the pressure drop across the heat exchanger and the skin friction on the inlet
walls. The second reason is that the optimizer is exploiting numerical shortcomings in the model.
This is likely a combination of the heat exchanger model ignoring any spatial variation in the incoming
flow and ADflow allowing inflow from a subsonic outflow boundary condition. Area averaging may
exacerbate these problems; reversed flow at the boundary reduces the mass flow without affecting
the pressure and temperature fed to the heat exchanger model. The reduced mass flow lowers
the dynamic pressure according to the heat exchanger model, which decreases the heat exchanger
pressure drop and lessens drag. Using mass-averaged quantities helps discourage, though does not
fully eliminate, this behavior because flow reversal also reduces the mass-averaged pressure and
temperature (Figure 8).

100 kPa
+1 m/s

1 m2

100 kPa
-1 m/s
1 m2

100 kPa area-averaged
0 kPa mass-averaged

Figure 8 – A simplified averaging example with uniform flow properties except that half is flowing in,
while the other half is flowing out. Mass averaging accounts for the different flow directions,

returning an average pressure of 0 kPa. Area averaging does not consider direction and returns the
fluid’s pressure of 100 kPa.

Because we are using intensive states, we must also match the areas of each model at the interfaces.
The heat exchanger model assumes constant cross sectional area and inherits that area from the
CFD mesh as described in Section 2.4. Thus, all that is left is to enforce that the heat exchanger inlet
and exit boundaries in the CFD mesh have equal area:

rarea = ACFD
in − ACFD

out (4)

The unknown states needed to specify the subsonic outlet (heat exchanger face) and inlet (heat
exchanger exit) CFD boundary conditions are static pressure at the subsonic outlet and total pressure
and temperature at the subsonic inlet. This results in three states (outlet static pressure, inlet total
temperature, and inlet total pressure) and three residuals (mass flow, static temperature, and total
pressure) for every flight condition included in the optimization. Rather than solving this coupled
problem at every optimization iteration, we use the optimizer as a solver by passing the states as
design variables and residuals as equality constraints that must equal zero. A single area residual
constraint is added that can be met with the duct’s geometric variables.
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Even with mass averaged quantities at the heat exchanger CFD boundaries, the optimizer still tends
to reverse the flow at the heat exchanger face. We prevent this by enforcing a minimum normal ve-
locity at the heat exchanger inlet boundary. To do this, we define an array of patches at the heat
exchanger face boundary (Figure 9). Each patch computes the mass-averaged velocity in the x di-
rection (normal to the boundary) within its region. A Kreisselmeier–Steinhauser (KS) aggregation [53]
then computes a smooth minimum of the mass-averaged x velocities from all patches. The aggre-
gated minimum velocity becomes a constraint in the optimization problem.

Figure 9 – The mass-averaged x velocity is independently computed for each patch. A smooth
minimum of all computed x velocities becomes a constraint in the optimization problem to provide a

buffer from flow reversal.

In addition to preventing numerical exploitation of the model, the minimum velocity constraint serves
the physical purpose of providing a buffer from flow reversal. If we set the lower x velocity limit to
0 m/s, the optimizer can design the duct to be right on the edge of flow reversal at the simulated flow
conditions. However, the ducted heat exchanger must also perform well in off-design flight conditions
that are not included in the optimization problem. Furthermore, flow separation is a notoriously chal-
lenging problem to simulate—the RANS results will not perfectly reflect reality. Setting the minimum
allowed x velocity to some positive value provides a flow reversal buffer that maintains off-design per-
formance and helps protect against numerical uncertainty. In Section 3.2, we test a range of minimum
x velocity values to investigate the constraint’s impact on the ducted heat exchanger’s design.

2.4 Geometry

The baseline duct geometry is a NACA 9408 lofted along a superellipse with an exponent of 5. The
baseline duct is 1.5 m long and 0.6 m tall by 0.4 m wide at its narrowest interior section. The initial
heat exchanger is 0.1 m long and located at the streamwise center of the duct.

To deform the duct shape, we use the free-form deformation (FFD) method [54], implemented in
pyGeo7 [51]. The optimizer moves the FFD volume’s B-spline control points to shape the duct. We
use a two-level FFD hierarchy. The parent FFD (Figure 10a) controls the variable exit flap and the
inlet, nozzle, and heat exchanger lengths. The exit flap design variable scales the height and width
of the parent FFD’s last streamwise face. It also scales the height and width of the second-to-last
face by half the variable value. The three layers in between the heat exchanger exit and second-
to-last face prevent the exit flap deformations from warping the heat exchanger exit boundary. The
reason for the three layers is a result of the FFD using cubic splines; the splines’ basis functions
have no influence past three control points. The child FFD (Figure 10b) controls the shape of the

7https://github.com/mdolab/pygeo
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duct. The control points in the two outermost layers can move in the radial direction along the y–z
plane. The control points in the three innermost layers in the child FFD are held constant; they are
added to help smoothly propagate interior duct shape changes along the heat exchanger face and
exit boundaries. The child’s FFD control points are embedded within the parent FFD; changes to the
parent FFD variables are applied to the child FFD before the child FFD’s shape variables are modified.
This FFD setup keeps the heat exchanger inlet and exit boundaries nearly flat while maintaining the
quality of the volume mesh. Keeping the boundaries flat is important because otherwise the optimizer
can numerically exploit the boundary condition formulation by warping the boundary faces. Both
FFDs and their control point deformations are mirrored across the symmetry plane. This preserves
continuity across the symmetry plane to avoid sharp corners.

(a) Parent FFD (b) Child FFD

Figure 10 – A two-level geometry parameterization maintains desired properties of the mesh, such
as flat heat exchanger boundaries, while allowing large changes to the duct’s size and shape.

At times, the optimizer found strange ways to exploit the parameterization, adding bumps and wiggles
to further decrease the objective. To prevent this behavior, we add a handful of constraints formed
from linear combinations of shape variables. One linear constraint enforces that the the difference
between the inner and outer shape control points along the symmetry plane at the second-to-last
top streamwise section is no greater than the average of the same quantity in the FFD slices along
the corner and side of the duct. A similar constraint is imposed for the corresponding control points
on the bottom of the duct. We also add linear constraints to force every pair of trailing edge control
points to move together to maintain the trailing edge thickness. Two more linear constraints dictate
that the two pairs of control points along the symmetry plane at the inner top and bottom of the duct
before and after the heat exchanger move an equal and opposite amount in the vertical direction.
These prevent the optimizer from using the parameterization to shift the entire duct vertically, which
it managed to do with a less restrictive parameterization. Finally, we impose a lower bound of −0.15
on the trailing edge control points at the two corners of the superellipse.

Lastly, we add thickness and radius constraints to achieve a practical duct design (Figure 11). For
structural, manufacturability, and component packaging reasons, the duct must have some thickness
between the interior and exterior surfaces. The thickness constraints account for these practical
considerations. Another practical consideration is the leading edge radius of the inlet lip. The radius
must be sufficiently large to avoid flow separation at a range of possible operating conditions. The
full range of operating conditions is not considered in the optimization problem, so the leading edge
radius constraints protect against degraded off-design performance.

10
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Figure 11 – Thickness and leading edge radius constraints on the baseline geometry.

2.5 Optimization problem

The optimization problem (Table 2) minimizes the power demanded by the ducted heat exchanger
subject to heat transfer, geometric, and coupling residual constraints. The optimizer can vary the
duct geometry, heat exchanger hot (coolant) and cold (air) side channel geometry, and a variable exit
flap position at each flight condition. We perform a three-point multipoint optimization that roughly
represents a fuel cell propeller aircraft problem. Table 3 lists the three flight conditions. The takeoff
point provides a demanding heat transfer condition. Two cruise points ensure that drag is low at a
range of cruise flight conditions. The objective is a weighted sum of the total cooling power, Ptotal,
at each of the flight conditions. The chosen weightings incentivize low cooling power in cruise (two-
thirds of the objective) and add a penalty for high cooling power in takeoff (one-third of the objective).

We define the cooling power as the sum of the power required to overcome drag, power required
to overcome weight, and electricity to drive the coolant pump. All terms must represent power from
the same source to be able to sum them. For example, it would be unfair to sum thrust power and
electrical power because one unit of thrust power demands 1.3 units of electrical power to overcome
motor and propeller losses. We put all powers in terms of electrical power, which could be provided
by a fuel cell or battery. The three terms are defined as

Pdrag =
Dv

ηpropηmotor
(5)

Pweight =
Wv

L
Dηpropηmotor

(6)

Ppump =
ṁcoolant∆pcoolant

ρcoolantηpump
(7)

Ptotal = Pdrag + Pweight + Ppump (8)

Drag is computed by integrating the force and momentum on the duct surfaces, including the heat
exchanger face and exit. Weight is the sum of the heat exchanger and duct weights. The heat
exchanger weight is computed by OpenConcept as the volume of the plates and fins times the density
of aluminum. The duct weight is assumed to scale with its surface area—we use an areal density of
3 kg/m2. All relevant parameters are listed in Table 4.

In the aircraft design process, drag and weight changes affect the aircraft sizing. These effects
change the amount of heat that must be rejected and could increase the cooling power, depending
on how it is bookkept. While subtle changes are not included in our objective, we expect them to scale
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Table 2 – The optimizer minimizes the average cooling power of two cruise points and a takeoff point.

Variable Quantity

minimize 1/3 (Ptotal, rto + Ptotal, ecrz + Ptotal, hscrz) (Equation 8)

by varying duct shape 96
inlet length 1
heat exchanger length 1
nozzle length 1
variable exit flap 2
heat exchanger air side channel height 1
heat exchanger air side channel width 1
heat exchanger coolant side channel height 1
heat exchanger coolant side channel width 1
coolant mass flow rate 3
heat exchanger inlet static pressure 3
heat exchanger outlet total pressure 3
heat exchanger outlet total temperature 3

117 design variables

subject to heat transfer ≥ heat transfer at flight condition (Table 3) 3
mass flow residual = 0 (Equation 1) 3
outlet total pressure residual = 0 (Equation 2) 3
outlet temperature residual = 0 (Equation 3) 3
area residual = 0 (Equation 4) 1
duct thickness ≥ baseline thickness 1,000
duct leading edge radius ≥ baseline leading edge radius 20
minimum x velocity at heat exchanger face ≥ 15 m/s 3
bump linear constraints (Section 2.4) 2
trailing edge linear constraints (Section 2.4) 6
vertical shift linear constraints (Section 2.4) 2

1,046 constraints

Table 3 – The flight conditions include a takeoff with a demanding heat transfer constraint and two
cruise points.

Takeoff Economy cruise High-speed cruise

Mach 0.25 0.45 0.5
Altitude 1,000 ft 23,000 ft 25,000 ft
Heat transfer 600 kW 400 kW 450 kW
Angle of attack 4° 1° 0°

Table 4 – Parameters are chosen to roughly represent current technology.

Parameter Value Notes

L/D Lift-to-drag ratio 17
ηprop Propulsive efficiency 80%
ηmotor Motor efficiency 95%
ηpump Coolant pump efficiency 75%
ρcoolant Coolant density 1,020 kg/m3 Water glycol mixture
Tcoolant Coolant inlet temperature 90°C

Duct areal density 3 kg/m2

with our objective. In other words, the ducted heat exchanger design that minimizes our objective is
similar to the one that would be best if this iterative design were considered.

Constraints ensure that the ducted heat exchanger rejects sufficient heat at the specified operating
conditions. We also use the optimizer to converge the coupling residuals between the heat exchanger
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and CFD models, discussed in Section 2.3. The coupling residuals ensure that the two models are
consistent, conserving mass, momentum, and energy. Thickness constraints force the optimizer to
return designs that are thick enough to be manufacturable and contain the necessary structure and
components. Leading edge radius constraints help produce inlet designs that perform adequately at
flight conditions that are not included in the optimization problem. Finally, we constrain the minimum
velocity into the heat exchanger boundary, as described in Section 2.3.

We use SNOPT [55] through the pyOptSparse interface8 [56] to perform the optimization. SNOPT is a
gradient-based optimizer, enabling it to efficiently handle a large number of design variables [35, Sec.
1.4]. This allows us to give the optimizer significant design freedom to precisely shape and size the
duct and heat exchanger. We converge all optimizations to an optimality metric of 10−5 and feasiblity
metric of 10−7, as defined by SNOPT. The optimizations run on NASA’s Pleiades cluster using Intel
Cascade Lake Xeon Gold 6248, Skylake Xeon Gold 6148, and Broadwell Xeon E5-2680v4 nodes.

3. Results

The optimizer transforms the arbitrary and poorly-designed baseline, which cannot meet the takeoff
heat transfer constraint, into an efficient and refined ducted heat exchanger—slashing cruise drag by
five times. To better understand the optimum design, we perform additional analyses and optimiza-
tions to study the influence of the heat transfer in Section 3.1. We also examine the effect of the
minimum x velocity constraint on the optimum design in Section 3.2.

Figure 12 shows the optimized ducted heat exchanger analyzed at the high-speed cruise condition.
The most striking change from the baseline is that the optimizer has turned the superelliptical duct
into a shape that is much closer to a circle. This change reduces the duct surface area for a given
heat exchanger frontal area. A lower surface area results in a lighter and lower drag duct, both of
which lessen the cooling power objective. It is not perfectly circular due to a combination of including
nonzero angles of attack and limitations of the geometric parameterization. Figure 13 plots SNOPT’s
optimality and feasibility metrics throughout the optimization, which took 1.6 days on 364 processors.

Figure 12 – The high-speed cruise flight condition with pressure coefficient contours on the duct and
temperature contours on the symmetry plane. The optimizer rounds the corners of the

superelliptical baseline design to produce produces a far more circular duct shape.

8https://github.com/mdolab/pyoptsparse
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Figure 13 – SNOPT converges tightly to a minimum in the design space that meets all constraints.
The tightly-converged feasibility ensures that the residuals are satisfied, giving a physical result.

Figure 14 breaks down the drag, weight, and pump power contributions to the cooling power objective
at each flight condition. The takeoff flight condition has the highest cooling power. This should not
be too surprising, since the takeoff point has the most demanding heat transfer constraint. Takeoff
also makes up only one third of the objective, so the optimizer is incentivized to give up takeoff
performance if it enables improved cruise performance.

The demanding takeoff heat transfer constraint drives the design toward a ducted heat exchanger
that can transfer more heat than is needed at the cruise conditions. Two design characteristics
help reduce this oversizing: a higher coolant mass flow rate (twice the pumping power) and a more
open flap position at takeoff than at cruise. The higher coolant mass flow rate (listed in Table 5)
enables more heat transfer within the same heat exchanger frontal area. A more open flap position
(Figure 15) increases the mass flow rate of air through the duct. A greater air mass flow rate enables
more heat transfer, but adds drag because the higher dynamic pressure at the heat exchanger’s
face increases the pressure drop across it. Both of these features sacrifice cooling power at takeoff
through increased pump power and drag. However, they help make the ducted heat exchanger more
appropriately sized for the two cruise conditions that carry more weight in the objective.

Takeoff

Pdrag

Pweight

Ppump

Ptotal 24.3 kW

19.4 kW

3.1 kW

1.8 kW

High-speed
cruise

22.2 kW

15.6 kW

5.6 kW

1.0 kW

Economy
cruise

19.4 kW

13.5 kW

5.1 kW

0.8 kW

Figure 14 – A breakdown of the contributions to total cooling power at each of the three flight
conditions. The optimizer produces a design that sacrifices pump power and drag at takeoff to

reduce cruise drag.
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0.35 m2

cross section
area

0.60 m2

0.19 m2

Takeoff

0.13 m2

High-speed cruise0.13 m2

Economy cruise

Figure 15 – The optimized design opens the flap to increase the nozzle area by nearly 50% at the
takeoff flight condition. The larger exit increases the mass flow rate of air at takeoff, limiting how

oversized the ducted heat exchanger is in cruise.

The pressure bars in Figure 16 illustrate how the ducted heat exchanger design manipulates the
dynamic pressure along its length at the three flight conditions. The height of the bar represents the
freestream compressible dynamic pressure—the difference between the freestream total pressure
and freestream static pressure. Approaching the duct inlet, the dynamic pressure (light blue) is
converted to static pressure (dark navy) by slowing the incoming flow. There is a total pressure loss
across the heat exchanger, noted by the red section downstream of the heat exchanger. The total
pressure loss is a function of the dynamic pressure at the heat exchanger’s face. Total pressure
losses cause a drag penalty and represent energy that cannot be recovered in the duct’s nozzle.

qc
p p

pt loss

qc,

p p
qc,

95%

M 0.051

pt
qc,

23%

Tt 48oC

(a) Takeoff

p p
qc,

98%

M 0.062

pt
qc,

11%

Tt 85oC

(b) High-speed cruise

p p
qc,

98%

M 0.056

pt
qc,

11%

Tt 84oC

(c) Economy cruise

Figure 16 – A graphical representation of the ducted heat exchanger’s manipulation of dynamic
pressure along its length. The total bar height is the freestream compressible dynamic pressure.
The light blue region is the dynamic pressure at a given streamwise position, while the dark navy

region is the difference between the static pressure and the freestream static pressure. Total
pressure loss is denoted by the red region.

At the cruise conditions (Figure 16b and Figure 16c), most of the compression upstream of the heat
exchanger happens before even entering the inlet. This phenomenon is consistent with the inlet
area being more than twice the nozzle area in cruise, as shown in Figure 15, because the dynamic
pressure at the nozzle exit is much greater than at the front of the inlet. This means a streamtube
capturing the same mass flow will be larger at the inlet lip than the nozzle exit. By the time the flow
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reaches the heat exchanger’s face, 98% of the freestream dynamic pressure is converted to static
pressure. The flow slows to a Mach number of about 0.06 and achieves a static pressure 1.15–
1.18 times higher than freestream. The dramatic reduction in dynamic pressure of the incoming flow
reduces the total pressure loss across the heat exchanger to only 11% of the freestream compressible
dynamic pressure.

The takeoff condition (Figure 16a) exhibits the same trends as the cruise conditions. However, the
more open flap position results in only 95% of the dynamic pressure being converted to static pres-
sure. This, combined with nearly twice the air mass flow rate as the cruise conditions, results in
a total pressure loss that is almost double that of the cruise conditions relative to the freestream
compressible dynamic pressure.

Figure 17 depicts Mach number contours along the symmetry plane at the three flight conditions. The
plots visualize a similar effect as the static pressure bar in Figure 16: the streamtube ingested into
the duct, shown by the streamlines, expands much less for the takeoff condition (top) than the two
cruise conditions. They also illustrate how, by controlling the exit flap, the optimizer returns a design
where the Mach number at the heat exchanger face is nearly constant across the simulated flight
conditions, despite the dramatic changes in freestream conditions.

Figure 17 – Mach contours of the optimized design at takeoff, high-speed cruise, and economy
cruise, respectively. The Mach number at the heat exchanger’s face is relatively constant across all

flight conditions. This is a result of the optimized design ingesting a larger streamtube and
compressing the air less at the takeoff condition. This allows it to meet its heat transfer constraint

without sacrificing too much cruise performance.
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An interesting feature shown in Figure 17 is how much the stagnation point moves between flight
conditions. At the takeoff flight condition (top), the stagnation point, indicated by the darkest blue
region at the inlet lip of near-zero Mach number, is close to the leading edge of the lower lip. At
the two cruise conditions, the stagnation point is considerably beyond the leading edge on the duct’s
interior surface. The streamlines near the stagnation point that follow the duct’s exterior surface must
sharply curve around the leading edge, causing a low pressure region along the inlet lip that may
reduce drag. This example demonstrates the impressive potential of optimization to automate inlet
design. The optimizer returns a short and efficient inlet design that manages to avoid interior and
exterior flow separation at a representative range of flight conditions.

Table 5 – Sizing the ducted heat exchanger to meet the takeoff heat transfer causes it to be oversized
for cruise. The optimizer finds that transferring more than the minimum required amount of heat
in cruise enables it to reduce drag by recovering some of the thermal energy. It maintains roughly
consistent heat transfer across all flight points.

Takeoff Economy cruise High-speed cruise

Heat transfer 600 kW 575 kW 616 kW
Coolant mass flow 13.3 kg/s 9.5 kg/s 10.5 kg/s
Total weight 47.5 kg
Air side channel width 1.83 mm
Air side channel height 8.28 mm
Coolant side channel width 5.23 mm
Coolant side channel height 0.74 mm

3.1 Impact of heat transfer

In theory, the thermal energy transferred from the coolant to the air can be recovered to offset some
of the drag by expanding the heated air in the nozzle [3, 6]. The magnitude of this effect depends on
the amount of ram pressure, which depends on freestream dynamic pressure. It also depends on the
amount of heat transferred to the air, which can be varied with air mass flow rate, coolant temperature,
and coolant mass flow rate. To quantify this effect, we perform analyses and optimizations with a
modified temperature boundary condition residual that matches the total temperature of the heat
exchanger face and exit boundaries. By comparing the result of these simulations to the ones where
the temperatures account for the heat transfer, we can better understand the influence of the energy
recovery on the drag and design choices.

267 NDrag without
heat transfer

Drag with
heat transfer

174 N

35%

Takeoff

265 N

77 N

71%

High-speed
cruise

231 N

73 N

68%

Economy
cruise

Figure 18 – The optimized ducted heat exchanger design uses the transferred heat to offset 70% of
the cruise drag.
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We start by performing an analysis on the optimized design with the modified temperature residual to
remove the heat transfer’s effect on drag. The optimizer acts as a solver for the analysis, determining
the static pressure, total pressure, and total temperature boundary condition states at each flight con-
dition that drive the mass flow, total pressure, and modified temperature residuals to zero. Figure 18
compares the drag of the optimized design at each flight condition with and without considering heat
transfer. The optimized design manages to offset 70% of the drag in cruise by recovering the thermal
energy. Another theoretical trend this figure reveals is that the drag reduction from energy recovery
increases with increasing flight speed, in part thanks to the increase in available ram pressure.

Next, we run an optimization with the modified temperature residual to investigate how the optimum
design changes when the heat transfer is neglected. The result has active heat transfer constraints
at all flight conditions because the optimizer has no incentive to increase the coolant mass flow rate
beyond what is needed to meet the required heat transfer. This is unlike the optimization considering
heat transfer, which increases coolant mass flow rate to transfer more heat than is required—the drag
reduction from the additional heat outweighs the pump power increase in the objective. Figure 19
compares the cross section shape of the duct designed without considering heat transfer to the
design optimized while considering heat transfer. The most noticeable change is the smaller cross
sectional area. This is consistent with trying to exactly meet all heat transfer constraints, rather
than accepting an oversized duct for cruise to improve takeoff performance and making up for it by
transferring extra heat in cruise.

With heat transfer

Without heat transfer

Figure 19 – The optimized ducted heat exchangers with and without considering heat transfer at the
economy cruise point. The design optimized while neglecting heat transfer is dramatically smaller
and has active heat transfer constraints at all flight conditions, unlike the design optimized while

considering heat transfer.

These results have consequences for the thermal management system architecture design because
there may be points in the flight envelope where the ducted heat exchanger wants more heat than the
propulsion system is producing. In practice, the amount of heat transferred must match the amount
dictated by the aircraft’s thermal management system. For the chosen flight conditions, the ducted
heat exchanger’s optimal heat transfer throughout the flight is roughly set by the peak required heat
transfer (600 kW in this case). Thus, it is likely in the designer’s interest to limit peak required heat
transfer loads to appropriately size the ducted heat exchanger for a broader range of flight conditions.
Though the effect may be small, this could also nudge the aircraft design toward a flight profile where
the duct is more appropriately sized throughout the flight. For example, flying faster in cruise would
produce more heat and cruising at higher altitudes would slightly decrease the amount of heat the
ducted heat exchanger can transfer.
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3.2 Effect of minimum x velocity constraint

This section investigates the effect of the minimum aggregated x velocity constraint described in
Section 2.3. To study its impact, we converge optimizations for constraint lower bounds from 12.5 m/s
to 20 m/s. In all optimizations, the constraint is active at the takeoff and economy cruise conditions,
but not at the high-speed cruise point. Based on the results, this constraint effectively provides a
buffer from flow separation in the inlet. Tightening the constraint has little effect on the cooling power
objective in cruise, but it does cause notable cooling power increases at takeoff.

Figure 20 plots how the cooling power objective at each flight conditions varies as the constraint
changes. The cross sections on the top are at the economy cruise flap position. The figure shows
how, as the minimum allowed x velocity increases, the takeoff performance is most strongly impacted.
Part of this effect could be due to the optimizer returning a design with a longer and steeper inlet,
which helps reduce the dynamic pressure at the heat exchanger face during takeoff. Cruise perfor-
mance is largely unaffected, though it does begin to worsen at a high enough constraint value. At
constraint values less than 12.5 m/s, the CFD solver is unable to converge intermediate designs due
to inlet separation. Thus, a constraint value of 15 m/s provides a buffer from this separation and
improves optimization robustness without dramatically impacting cruise cooling power.

12.5 15 17.5 20

Minimum x velocity constraint (m/s)

18

20

22

24

26

28

30

32

Cooling
power

(kW)
Objective

High-speed cruise

Economy cruise

Takeoff

Figure 20 – As the minimum x velocity constraint is increased, the takeoff cooling power is most
strongly impacted, but cruise performance eventually begins to worsen. The duct cross sections are

depicted on the top at the economy cruise flap position.

4. Conclusion

Electric and fuel-cell aircraft produce large quantities of low-grade waste heat that must be trans-
ferred to freestream air. Ducted heat exchangers are an effective way to transfer the heat, but they
can impose a substantial performance penalty if they are not well designed. The design of ducted
heat exchangers is a challenging and tightly coupled-problem that involves trading off drag and heat
transfer at different points in the flight envelope through judicious duct and heat exchanger design.

This work demonstrates the first application of CFD-based optimization to the coupled duct shape
and heat exchanger design and sizing problem. We use a geometric parameterization that gives
the optimizer a large design space for the duct shape. The parameterization can deform the shape
from rectangular to circular cross sections, modify the duct airfoil shapes, change cross sectional
area along the duct, and independently vary the length of the inlet, heat exchanger, and nozzle. The
optimization problem also incorporates heat exchanger size and channel geometry design variables.
The optimizer minimizes the average cooling power penalty at three flight conditions: a heat-limited
takeoff point and two cruise points.
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The optimization process transforms the badly-designed baseline into a design that tactfully meets
the takeoff heat transfer requirement while reducing the drag at the two cruise points by nearly five
times. At takeoff, the optimizer uses a high coolant mass flow rate and open nozzle flap to transfer
more heat in a smaller duct. This approach limits how oversized the duct is for cruise. In cruise,
the optimized design has higher coolant mass flow rates than are needed to meet the heat transfer
constraint. By transferring more heat than required, the design reduces cruise drag by 70% compared
to the same design without heat transfer. The design also reduces the duct’s drag and weight by
performing most of the inlet compression upstream of the inlet lip. To do this, the design controls the
air mass flow with the nozzle exit flap and shapes the inlet appropriately.

This work demonstrates the versatility of multidisciplinary optimization for designing ducted heat ex-
changers. Optimization not only automates the design process, but enables engineers to efficiently
explore the design space, understand tradeoffs, and discover nuances in the coupled design that
unlock performance improvements for future electrified aircraft.
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