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Abstract 

The design of high-lift device (HLD) is of great significance for large aircraft, which can effectively improve the 
take-off, landing performance and safety. The aerodynamic design of HLD is a multi-objective optimization 
problem which consumes a lot of computing resources. In our previous work, we proposed a method based 
on deep reinforcement learning (DRL) and transfer learning (TL), which transfers the experience of two-
dimensional (2D) optimization to three-dimensional (3D) optimization. However, for the multi-objective 
optimization problem, this method still merges several objectives into a single objective through linear weighted 
superposition, which is mainly due to the fact that the loss function of neural network and the reward function 
of Reinforcement Learning (RL) must be scalar. In order to obtain the ability to find the complete Pareto solution 
similar to heuristic algorithms, we further improve the algorithm by combining the idea of distributed 
reinforcement learning which is still based on the Deep Deterministic Policy Gradient. The new algorithm 
changes the original single actor into multiple actors, and each actor trials and errors in the environment. A 
Critic is used to score all the actors' actions and give the correct value gradient. Three reward functions are 
compared and the function based on Hypervolume is better. The trailing-edge high lift device of a commercial 
aircraft is optimized and the agent can find a set of relatively complete Pareto solutions. 

Keywords: high-lift device, distributed deep reinforcement learning, multi-objective aerodynamic optimization, 
aircraft design 

 

1. Introduction 
As one of the components of commercial aircraft, the high-lift device is of great significance for the 
safe take-off and landing [1-2]. The flow mechanism of the high-lift device is complex [3], so it is 
difficult to design the optimal aerodynamic layout by the theoretical methods. In contrast, 
Computational Fluid Dynamics (CFD) can simulate the complex flow more accurately. In the 
traditional design method of high-lift device, there are two basic approaches. First, the multi-element 
airfoil is optimized based on CFD and heuristic algorithm [4-6], and then it is extended to the three-
dimensional (3D) layout [7]. This approach requires the designers to have sufficient experience, and 
the designed 3D layout is often not the best. The 3D optimization of the high-lift device is a more direct 
approach, but the numerical simulation will cost a large computational cost [8-9]. Due to the limitation 
of heuristic algorithm, only one of the two approaches can be selected. The agents of Deep 
Reinforcement Learning (DRL) for decision-making can be pre-trained with moderately inaccurate 
samples, so as to get around the limitation. This coupling method of DRL and Transfer Learning (TL) 
can improve the search efficiency of the optimization algorithm and the performance of the optimal 
solution at the same time. Yan, et al. [10] used this method to improve the performance of a missile. 
In our previous work [11], a 2D-to-3D method based on DRL and TL is proposed to optimize a 3D 
high-lift configuration. The results show that the experience of 2D optimization can be extracted by 
neural network to improve the efficiency of 3D optimization and the performance of the optimal 
solution. 
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The optimization of high-lift device is a complex multi-objective problem. Commercial aircrafts have 
different aerodynamic performance requirements in take-off, climb, approach, landing and other 
stages [2,12]. For the similar multi-objective optimization problems, instead of finding an optimal 
solution, the optimization target is to find a set of solutions that are not dominated by each other, 
which is called Pareto front [13]. The current DRL algorithm is difficult to solve this kind of multi-
objective optimization problem due to both the loss function of Deep Learning (DL) and the reward 
function of RL are scalar. Therefore, it is a common method to convert a multi-objective problem into 
a single objective problem. Gabor, et al. [14], Manor, et al. [15], Vampler et al. [16] have proposed 
such methods. However, those kinds of method can only find the partial solutions of the complete 
Pareto front, compared with the heuristic algorithm[17-18]. The super parameter setting in the 
algorithm also needs to be given by experienced designers, which improves the difficulty of solving 
the optimization problem. Moffaert [19] proposed a multi-objective RL method based on Q-Learning. 
However, the algorithm based on Q-Learning cannot solve the problem with continuous state space 
and action space. 

In this work, a multi-objective optimization algorithm based on DRL is proposed. The trailing-edge 
high-lift device of a commercial aircraft is used for testing to explore the feasibility of the algorithm 
being used for optimization. 

2. Optimization Algorithm 
2.1 Deep Reinforcement Learning 
RL is a method in which agents try to change their strategies and make actions through the 
feedback they receive in order to maximize the benefits [20]. The basic process in a step t  of RL 
can be expressed as equation (1). tS  is often used to represent the current state of the agent in the 

environment. The action tA  taken by the agent in the state tS  can be expressed as  t tA S . The 

feedback given to the agent is expressed by the reward function tR . A value function  t t tQ S ,A  is 

used to evaluate the action tA , which is influenced by tR . The strategy   will be modified 

according to the gradient of the value function  t t tQ S ,A . 

1t t t tS A R S     (1) 

DRL uses neural networks to represent strategy  tS |   and value function  t t tQ S ,A | , so as to 

conduct tasks including continuous state space and action space, where   and   are the 
parameters of the neural networks. In the commonly used Actor-Critic (A-C) framework, the strategy 
network is called the Actor and the value function is called the Critic. Our algorithm is modified from 
Depth Deterministic Policy Gradient (DDPG) [21], which is based on the A-C framework. DDPG 
adopts double networks (eval network and target network) and replay buffer to make the 
convergence process more stable. For multi-objective optimization problem we design the reward 
function tR  as shown in equation (2). 

    1 1t t t t tR ND S ,S D S ,S    (2) 

The first item, ND  operation, judges the dominance of the new state 1tS  , which represents the 

quality of the solution as a coefficient of the reward function, as shown in equation (3). If each target 
of the new solution is better than the old one (Dominating Solution), we set a larger coefficient of 3; 
If some of the performances are better than the old solution’s, called Non-dominated Solution, a 
coefficient of 1 is set; If the new solution is not as good as the old solution in all aspects, called 
Dominated Solution, the coefficient of -3 is set.  

  1

3  Dominating Solution

1  Non-dominated Solution

3  Dominated Solution
t t

,

ND S ,S ,

,








 (3) 

The second item, D  operation, is used to evaluate the good or bad degree of the new solution, so 
as to improve the search efficiency of the optimization algorithm. We have adopted three evaluation 
methods, namely, Merge into Single Target ( MS ), Euclidean Distance ( ED ) and Hypervolume ( HV ), 
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as shown in equation (4). 

  
 
 
 

1

1 1

1

 MS-reward

 ED-reward

 HV-reward

t t

t t t t

t t

MS S ,S ,

D S ,S ED S ,S ,

HV S ,S ,



 









 (4) 

Weighted average is chosen for MS  operation. For n  objects, the specific operation is shown in 
equation (5), where the   is the weight. 

   1
1

1 1

n n
t t

t t i i i i
i i

MS S ,S Object Object 


 

    (5) 

ED  operation uses Euclidean distance to describe the similarity between the new solution and the 
old solution, in order to find a more complete Pareto front. 

    21
1

1

n
t t

t t i i
i

ED S ,S Object Object




   (6) 

HV  operation is to calculate the increasing effect of the new solution on the Hypervolume. For a 
double-objective optimization problem, the meaning of Hypervolume is shown in the gray area of the 
Figure 1, where refJ  is the reference point, and 1J  to 3J  represent the solutions on the Pareto front. 

The method of Fonseca, et al. [22] to calculate the Hypervolume is referenced. 

 

Figure 1 – Illustration of the Hypervolume calculator. 

2.2 Distributed Reinforcement Learning 
In DDPG algorithm, although the Actor represented by neural network can fit a strategy for searching 
multiple targets, it will only sample one at a time. In order to further enrich the richness and uniformity 
of Pareto front, distributed reinforcement learning with multiple actor networks in parallel is adopted. 
Single Critic is set because the rules of value evaluation for all Actors are the same. A single critic 
can use the samples of all actors to adjust their strategies and improve the optimization efficiency. 

In step t , the flowchart of the optimization algorithm is shown in the Figure 2. m  Actors sample in 

turn, and the strategy is 1 2 m
t t t t, ,...,     . The state of each actor is 1 2 m

t t t tS ,S ,...,S  S  and the 

action is      1 1 2 2 m m
t t t t t t tS , S ,..., S    A . 
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Figure 2 – Flowchart of the optimization algorithm in a step. 
N  groups of samples are extracted from the Replay Buffer by Mini-batch Gradient Descent method 
for training. For eval critic, the loss function L  is shown in equation (7), in which t  is the target actor 

and tQ  is the target critic network respectively. 

      21 1
1

1 N

i t i t i t i i
i

L R Q S , S | | Q S ,A |
N

  


          (7) 

Each actor network is updated by Gradient Descent method: 

      1
ii i

A S SS S ,A S
i

J Q S ,A| | S | |
N    

       (8) 

When all the actors have finished training, go to the next step 1t . After completing all steps of 
sampling, return to their respective starting points and restart sampling. 

2.3 Algorithm Test 
In order to compare the advantages and disadvantages of the three reward functions, Fonseca 
function [23] is used for testing. Fonseca function contains two independent variables ( x , y ) and two 

dependent variables ( 1f , 2f ), as shown in equation (9). 

 
      

      
   

22

22

1 1

1

1 1

2

1
2 2 2 2

1

x y

x y

f x, y e
,x , , y ,

f x, y e

   

   


 

    
  

 (9) 

Taking the minimum of two dependent variables as the optimization objectives, as shown in equation 
(10), the optimal solution set is a nonconvex solution set and there is no expression in analytical 
form. 

 
 
 

1

2

min f x, y

min f x, y





 (10) 

Figure 3 is the test result of the three reward functions. For MS-reward, it searches more in the 
direction of minimizing 1f , and there is very little search for the target 2f . The search of ED-reward 

method is more uniform, but a large number of samples are gathered in the middle of the Pareto 
front, and the search for both sides is less. HV-reward method can search the whole Pareto front 
more completely, and the distribution of non-dominated solutions is more uniform. In comparison, 
HV reward is more suitable as the reward function, so we use this method for the aerodynamic 
optimization of the high-lift device. 
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a) MS-reward                                b) ED-reward                                 c) HV-reward 

Figure 3 – Comparison of the different reward functions. 

3. Optimization Problem 
The trailing-edge high-lift device of a wide body aircraft is optimized, which is equipped with two 
flaps and eight spoilers that can deflect downward, as shown in the Figure 4. The spoiler with active 
downward deflection can change the Gap width between the spoiler and the flap, which is a 
technology that can significantly improve the aerodynamic performance. The origin of the Cartesian 
coordinate system is located at the nose of the aircraft. X direction is the horizontal inflow direction, 
Y is the height direction, and Z is the spanwise direction of the wing. 

 

Figure 4 – The optimization model. 

3.1 Optimization Variable 
The deployment process of flap can be regarded as the spatial motion of rigid body. According to 
the kinematic principle, the flap from the stowed position to the deployed position can be converted 
into the flap rotation around an axis and the translation along the axis. The process can be 
described by the finite helix matrix HR   in the form of 4 4  as shown in equation (11),  

2

2

2

=
0 0 0 1

=

1

u u
H

x x y z x z y

x y z y y z xu

x z y y z x z

R S R
R

u V cos u u V u sin u u V u sin

R u u V u sin u V cos u u V u sin

u u V u sin u u V u sin u V cos

V cos

 

  

   

  



  
  
  



        
    

 

   
 

       
    

 

P u P

 (11) 

where  X ,Y ,ZP =  is a reference point of the axis,  x y zu ,u ,uu =  is the direction vector of the axis. 

In our work two reference points 1P  and 2P  are used to describe the axis which contains four 
independent variables 1X , 1Y , 2X  and 2Y . The deployed position coordinates  d d dX ,Y ,Z  of a point 

on the flap can be obtained from the stowed position coordinates  s s sX ,Y ,Z  and HR  , as shown in 
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equation (12). 

1 1
T T

d d d H s s sX Y Z R X Y Z          (12) 

In our work, there are 18 optimization variables, which are as follows. 
For the inboard flap, there is only rotational motion during its deployment due to its small trailing-
edge sweep angle. In addition, the axes of rotation used to describe the take-off position and 
landing position are the same. Its variables of the inboard flap contain an axis (reference point 1 
 1 1 1 1

in in in inX ,Y ,ZP  and reference point 2  2 2 2 2
in in in inX ,Y ,ZP ), takeoff deflection angle takeoff

in  and landing 

deflection angle land
in , a total of 6 variables. 

For the outboard flap, the deployed position has a spanwise displacement, and the rotation axes 

can be different. Its variables contain take-off axis (reference point 1  1 1 1 1takeoff , takeoff , takeoff , takeoff ,
out out out outX ,Y ,ZP , 

reference point 2  2 2 2 2takeoff , takeoff , takeoff , takeoff ,
out out out outX ,Y ,ZP ), take-off deflection angle takeoff

out , landing axis 

(reference point 1  1 1 1 1land , land , land , land ,
out out out outX ,Y ,ZP , reference point 2  2 2 2 2land , land , land , land ,

out out out outX ,Y ,ZP ), landing 

deflection angle land
out , a total of 10 variables. The spanwise displacement of the outboard flap is 

used to adjust the clearance between the two flaps, so it is not used as an optimization variable. 

For the inboard spoilers, they contain takeoff deflection angle takeoff
in  and landing deflection angle 

land
in  as optimization variables. The deflection angles of the outboard spoilers change with the 

inboard spoilers to ensure that the kink position can be aligned. 

3.2 Optimization Constraint and Target 
Part of the constraints in the optimization comes from the misalignment degree of the two flaps at 
kink position, which is described by four parameters, as shown in the Figure 5. Where X  is the X 
coordinates difference between the inboard and outboard flaps, Y  is the difference between the Y 
coordinates, XZ  is the included angle of the chord of the inboard and outboard flaps under the 

projection of the XZ plane, XY is the included angle under the XY plane.  

 

Figure 5 – Illustration of the optimization constraint. 
The other part of the constraints is from Gap, which prevents the interference between the spoilers 
and the flaps and invalid aerodynamic numerical simulation. The specific constraints are shown in 
equation (13) where C  represents the reference chord length. 
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
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







 



 



  
  

 (13) 

According to the common takeoff and landing conditions of commercial aircrafts, the Design Point 
( DP ) is set as equation (14). 

 70 2 3 10 8DP        M . ;    Re ;     ：       (14) 

The takeoff configuration and landing configuration are optimized. According to the Federal Aviation 
Regulations (FAR) Part 25 [2,12] and related research, the takeoff configuration requires a large lift-
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to-drag ratio takeoffK  to climb quickly, and a large lift coefficient takeoffCl  to reduce the taxiing distance; 

The landing configuration generally needs a large lift coefficient landCl  to reduce the landing speed. 
The optimization objective can be expressed as: 

 
8

8

8

takeoff

takeoff

land

K |

Target : Cl |

Cl |

























 (15) 

3.3 Two-Dimensional Approximate Simulation 
The method of 2D CFD is adopted to evaluate the aerodynamic performance approximately. In 
general, the approximated aerodynamic performance has the same trend as the accurate 
performance. Three sections are selected, because for a flap, two sections can basically reflect the 
change of flap position. It is impossible to distinguish whether the flap moves or rotates in 3D space 
if only a single section is selected. The inboard and outboard flaps sampled by the optimization 
algorithm should be aligned at kink. Therefore, the three sections of the two flaps can basically 
describe the 3D position change of the flaps. The Section 1 and Section 3 are located in the middle 
of the inboard flap and the outboard flap respectively, while the Section 2 is selected near the kink 
position. The leading edge of the Section 1 is equipped with droop nose, while Section 2 and 3 are 
both equipped with slat. 

 

Figure 6 – Illustration of the three sections selected. 
The 2D evaluation of each section is based on the theory of an infinite swept wing [11,24]. The 
incoming flow through the leading edge will be divided into two parts, one is perpendicular to the 
leading edge while the other is parallel, and the former is the main source of aerodynamic force. The 
aerodynamic coefficient of each section ( Section  iCl  and Section  iCd ) can be obtained from the equation 

(16) and equation (17), 

 2
Section  i Section  i

nCl Cl cos    (16) 

 3
Section  i Section  i

nCd Cd cos    (17) 

where   is the leading-edge sweep angle, Section  i
nCl  and Section  i

nCd  are the lift coefficient and the drag 

coefficient of the section projected onto the plane perpendicular to the leading edge respectively. 
The lift coefficient Cl  and drag coefficient Cd  of the wing are obtained from the equation (18). 

Section  iC  is the chord length of the section to balance the area effects of the inboard and outboard 

wing. 
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Section  i Section  i Section  i Section  i
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i 1 i 1

  

Cl C Cd C

Cl , Cd , K Cl / Cd

C C

 

 

 

  
 

 
 (18) 

4. Mesh and CFD Validation 
The numerical method is verified based on the 30P30N model [25]. The incoming Mach number 

0 2M .  and Reynolds number 69 10Re  . The cube dimensions are considered based on the 

Mean Aerodynamic Chord (MAC) of the model. More specifically, the downstream side of this cube 
is 80 times greater than the MAC and the others are 40 times larger than the MAC. The structural 
grid is used to discretize the space, 1Y  , and the growth rate is 1.1. The total number of nodes is 
about 0.13 million. 

The commercial software ANSYS CFX was used to solve Reynolds Averaged Navier–Stokes 
(RANS) equations for aerodynamic performance calculation. The symmetrical surface of the 
calculation domain is set as the symmetry condition, the wall is set as no-slip condition, and the far 
field is set as the opening boundary.  SST k   two equation model is used to describe turbulence. 
The residual target is 610 , or the number of iterations reaches 400.  

The comparison between the calculated lift coefficient and the experimental one is shown in the 

Figure 7, and the comparison between the pressure coefficient distribution of the airfoil at 8   and 
the experimental one is shown in the figure. The results show that the calculated results are in good 
agreement with the experimental values in the whole range of angle of attack. 
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Figure 7 – Variation of Cl  with  .                                 Figure 8 – Distributed of Cp . 
ANSYS ICEM script [26] is used to deform the mesh in the optimization process. This process is 
conducted by keeping the mesh topology unchanged and moving vertices. The topology of the blocks 
and mesh are shown in Figure 9. 

 

Figure 9 – Grid topology and mesh overview. 
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5. Results and Discussion 
In this section, the convergence process, samples distribution and optimized configuration are studied 
in detail. 

15 Actors are set to search in parallel, and 8 episodes are iterated. Each episode contains 6 steps, with 
a total of 720 iterations. The Hypervolume change in the convergence process is shown in the Figure 
10. The reference point is set on (0, 0, 0), and the three objects are normalized during calculation. With 
the optimization, the growth rate of the Hypervolume slows down gradually. 
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Figure 10 – Optimization variables 

The takeoff takeoffK Cl , land takeoffCl K  and land takeoffCl Cl  chart of the samples are shown in the Figure 11, 

12, 13 respectively. Among them, the negative correlation between takeoffK  and takeoffCl  is obvious. That 

is, the increase of the lift-to-drag ratio is generally accompanied by the decrease of the lift coefficient. 
This relationship also makes it easy for the optimization algorithm to find high quality Pareto solutions 
of takeoff configurations. Figure 11 shows that the Pareto solution is basically distributed in the leading 
edge of the all samples. In contrast, it is difficult to find the non-dominated solutions with better 
performance considering both the performances of take-off and landing. More Pareto solutions are not 
located at the leading edge. Three optimized configurations A, B and C are selected for detailed analysis. 
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Figure 11 – takeoff takeoffK Cl  distribution of the samples. 
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Figure 12 – land takeoffCl K  distribution of the samples. 
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Figure 13 – land takeoffCl Cl  distribution of the samples. 

The lift coefficient curves and lift-to-drag ratio curves of Sections 1, 2 and 3 of the three takeoff 
configurations (Optimized A, B and C) are compared in Figure 14 and 15 respectively. In the full 
range, the lift coefficient of configuration C is significantly greater than that of the other two 
configurations. Although the lift-to-drag ratio of C is relatively small at an angle of attack of 8 ° (as 
can be seen from Figure 11), if the three configurations are compared with a constant large lift 
coefficient, the lift drag ratio of C is better. The change of flap position basically does not change the 
stall angle of attack. The lift coefficient curves of sections 1, 2 and 3 of the three landing 
configurations are compared in Figure 16. Although the lift coefficient of configuration B is large at 
medium and small angles of attack, its stall angle of attack is small. 
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a) Section 1                                   b) Section 2                                    c) Section 3 

Figure 14 – land takeoffCl Cl  distribution of the samples. 
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a) Section 1                                   b) Section 2                                    c) Section 3 

Figure 15 – land takeoffCl Cl  distribution of the samples. 
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a) Section 1                                   b) Section 2                                    c) Section 3 

Figure 16 – land takeoffCl Cl  distribution of the samples. 

6. Conclusion and Prospect 
A multi-objective optimization algorithm based on DRL is proposed. The algorithm adopts multi-
actor parallel training to search the complete Pareto solution in the variable space. Three reward 
functions, ( MS reward , ED reward , HV reward ), are tested by Fonseca function. The results 
show that more complete and uniform Pareto solutions can be found by using HV reward  
function. The multi-objective algorithm is applied to the 2D optimization of the high-lift device of a 
commercial aircraft.  

The optimization targets are to maximize the lift coefficient and lift-to-drag ratio of the takeoff 
configuration and the lift coefficient of the landing configuration at 8° angle of attack. The results 
show that the negative correlation between the lift coefficient and the lift-to-drag ratio of the take-off 
configuration is obvious. It is difficult to find the non-dominated solutions with better performance 
considering both the performances of take-off and landing. In the following work, the 3D optimization 
of the aircraft model will be carried out based on the same optimization algorithm, and the 
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experience of 2D optimization will be used for the pre-training of the agents and compared with the 
3D optimization results. 
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