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The world is becoming increasingly digital-- the integration of communications, sensors,
and data collection is becoming more and more prevalent in the Aerospace sector.
Furthermore, the Aerospace sector plays a large role in connecting the world through air
transportation networks, navigation satellites, information services, weather/environmental
monitoring, and much more. Preventing disruptions to said networks is of utmost concern,
with stability being a key factor in their construction. Recently, there has been a shift in
computer science to push for security at a fundamental design level rather than a late-stage
development consideration. In contrast, the Aerospace industry is only just now seeing a push
to translate existing standards and implementing various cybersecurity practices. Even more
troubling, many students’ first exposure to aerospace concepts in their undergraduate studies
neglects to mention cybersecurity as a consideration. This paper serves as a cursory
introduction of topics with the purpose of exposing the next generation of aerospace engineers
to key areas where cybersecurity concepts will prove essential. Additionally, recommendations
for integration into the educational curricula and the workplace are provided.

I. Nomenclature

Al/ML = Artificial Intelligence/Machine Learning
KFC = Kentucky Fried Chicken, a restaurant chain
MITM = Man in The Middle

DDoS = Distributed Denial of Service

I1. Introduction

The world is becoming increasingly connected. Within the Aerospace sector, the integration of communications,
sensors, and data collection (often referred to as “Digital Enterprise” or “Digital Engineering”) is starting to become
widespread. However, such progress is not without its challenges [1]. As the number of connected systems grows, so
too does the potential for a cyber-attack [2], as evidenced by a leak of the Boeing 787 source code [3].

Currently, much of the focus in the aerospace literature is on porting existing standards, recommendations, and
practices from other fields to aerospace. There is simply a vacuum in the space regarding core cybersecurity principles
[4]. That is not to say that members of the field are ignorant of the threat-- indeed, there has been a growing push for
cyber risk management processes [5] as well as in the field risk assessments [6].

Although there are mitigations and protections for systems after development, the best way to protect a system is
to consider the cybersecurity aspects early in the design phase [7]. As such, aerospace engineers should be exposed to
these concepts early on in their career as they learn to implement development processes.

Undergraduate education in aerospace engineering often does not touch on these cybersecurity-related concepts.
Often, these topics are relegated to a graduate level in computer science-- in fact, the undergraduate CS degree in
“Information Internetworks” at the Georgia Institute of Technology only makes a passing mention of cybersecurity
[8]. Given the growing importance of cybersecurity, it is paramount that students have some knowledge of it. This
paper serves as a cursory introduction of topics, with the purpose of exposing the next generation of aerospace
engineers to key areas where cybersecurity concepts will prove essential.
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I11. Autonomous Navigation

A. Definition

Autonomous navigation simply refers to the process by which a vehicle navigates with minimal or no human
intervention. Often these systems operate using cameras assisted by machine learning models to “understand” the
environment and act accordingly. Autonomous navigation is widespread for small scale robots, but the most common
instance of this is self-driving cars. With regards to aerospace applications, autonomous navigation is already being
used for surveillance drones [9] and has been proposed for space applications as well [10]. As time goes on, it is likely
that there will be even more adoption of this technology within the aerospace sector, hence the inclusion of this section.

B. Potential Attacks
Because these autonomous navigation systems often rely on cameras for sensory input, attacks often focus on the
visual medium with the purpose of disrupting image recognition. Furthermore, the decisions made by the system often
utilize a machine learning model. It has been documented that these models can be deliberately misled in several
methods, but for the sake of brevity this paper will only discuss two:
1. Adversarial objects- e.g., printing a logo that looks like a stop sign, modifying the object at an
interpretation level.
2. Environmental modification- e.g., modifying a sign via stickers or graffiti, modifying the object at a
physical level.
Both attacks present threats to the system since they modify the input to the navigation system, in turn modifying the
system’s behavior beyond that which is expected.

1. Adversarial Objects

Consider the first case of adversarial objects- a KFC logo which looks vaguely like a stop sign. A human can
clearly tell that it is merely a logo with some distortions. However, to the machine learning system driving the
navigation, it appears as a stop sign. Clearly this is detrimental since the vehicle would stop when it should not.

Logo Attacks
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Fig. 1 Out-of-distribution attack using adversarial objects [11]

Although humans can distinguish the difference between the original and adversarial images, machine learning
algorithms cannot.
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Fig. 2 Adversarial signs are misclassified with high confidence [11]

Abstracting this attack to aerospace is relatively simple. Many entry, descent, and landing (EDL) systems support
computer assistance. An adversary could modify runway indicators, throwing off the landing. Currently, the pilot
could simply override the autonomous navigation system, but as automation increases, one could see this attack as an
area for concern.

2. Environment Modifications

Now consider the second attack: environmental modification. In our everyday lives, we are used to environmental
variability. Even with graffiti on it, we can clearly recognize a stop sign. In contrast, a machine learning model is
looking for a specific type of stop sign (clean, clearly marked, bright red, etc.). By adding trivial modifications to the
stop sign (tape in the below image, right), the model no longer recognizes the sign. The danger of this attack is
subsequently obvious- if the underlying machine learning model cannot recognize environment cues, then the
autonomous navigation system will not behave accordingly in said environment.

Fig. 3 Physical environment modification on a stop sign [12]

Abstracting this attack to aerospace is relatively simple. The same concept of fooling automated systems as in the
first attack still applies. However, this second attack is simpler in that it requires minimal setup and almost no
knowledge of the target system. Additionally, the attack itself is not as noticeable to a human user, whereas the
adversarial object attack is more apparent.

C. Mitigation and Counters

Since these attacks are limited to physical modifications, their effects are less so when compared to direct attacks,
e.g., hijacking the navigation system itself. Technically, both the adversarial object and environment modification
attacks exploit the underlying machine learning model’s susceptibility to noise. As such, this implies future defenses
should not rely on physical sources of noise as protection against physical adversarial examples [12].

At a fundamental level, these attacks are exploiting the visual aspect of autonomous navigation systems. Therefore,
aerospace engineers should not only seek to protect that specific avenue of attack, but also consider integrating a wider
range of sensors into their design (i.e., sensor fusion). Of course, every additional sensor and integration adds further
risk, so additional exploration and consideration is encouraged.



IVV. Communications

A. Definition

Communications are the lifeblood of any interconnected system. The simplest definition of such is simply the
process of relaying information from one place to another. For example, consider the case of a connected space system
below. Each line represents a communications path and therefore a place for an attacker to exploit.
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Fig. 4 Monitoring architecture for notional space operator organization [13]

B. Potential Attacks
Although there are many possible attacks against communication systems and protocols, the goal of this paper is
just to serve as a “tasting menu” of sorts, acting as a first exposure for students. For the sake of only three attacks are
discussed, listed below.
1. Eavesdropping
2. Man in the middle (MITM)
3. Distributed Denial of Service (DDoS)
Each of the attacks is described in detail below.

1. Eavesdropping

Data integrity of the information transmitted between components requires data confidentiality, availability, and
integrity. The first attack, eavesdropping, is the unauthorized interception or sniffing of a conversation,
communication, or data transmission [14]. The risk of this attack to aerospace applications should therefore be
apparent. For example, consider a fighter aircraft transmitting target coordinates. Should that communication be
intercepted, it could have disastrous consequences.

2. Man in the Middle (MITM)

The second attack is an extension of eavesdropping. However, in this case, the attacker sits between the
communicating parties. In this position, they are privy to all sides of the conversation. Similar to the previous fighter
example, this attack could prove even worse as the attacker could feed parties incorrect information or simply block
communications.



3. Distributed Denial of Service (DDoS)

On the note of blocking communications, the last attack does exactly that. Essentially, a DDoS attack stays true to
its name-- it blocks service using a distributed network. The purpose of the attack is to degrade or block the availability
of services to users. Botnets (a large number of often hacked devices, united for a single purpose) are commonly used
to conduct DDoS attacks against networks and services [14]. Given the connected nature of airports, one could imagine
a situation where the flight scheduling software gets DDo0S’d, and air traffic controllers are no longer able to coordinate
flights.

C. Mitigation and Counters

The first two attacks rely on obtaining access to the communications. Therefore, the best defense is to secure the
network. This is done through the usage of virtual private networks (VPNs), monitoring network traffic, and extensive
filtering.

In contrast, DDoS attacks are harder to counter and are much more prevalent. Just earlier this year (February 2021),
areport from FS-ISAC, a cyber intelligence sharing community focused on financial services, indicated that over 100
financial services were targeted by DDoS attacks conducted by a single threat actor in just 2020 [15]. The best counter
to this kind of attack is to leverage services provided by Content Delivery Networks (CDNSs) or specific filtering
services like Cloudflare.

By far, attacks against communications systems and protocols are the most common simply due to the sheer
number of them. There are a great many possible types of attacks against these systems and, given the interconnectivity
of aerospace systems, it is paramount that aerospace engineers consider how to secure those communications. Given
the massive size of this area of attacks, it is encouraged that the reader explores Freeman & Garcia’s “A Survey of
Cyber Threats and Security Controls Analysis for Urban Air Mobility Environments™ listed in reference [14].

V. Control Systems

A. Definition

Control systems broadly refer to systems related to regulating the behavior of the parent system. As an example,
the flaps on an airplane are part of the control system. Often there is an overlap between control systems and
communications systems, with the latter conveying information to the former. With this in mind, only control-specific
attacks will be discussed in this paper.

B. Potential Attacks
Although control systems are of critical importance, the attacks against them are relatively simple. Again, there
are many possible attacks. The ones below are but a small sample of the possibilities [16].
1. Sensor madification
2. Fake command data
Each of the attacks is described in detail below.

1. Sensor Modifications

The first attack involves modifying the output of a sensor. As an aerospace example, consider an attacker that has
control over the angle of attack sensor. The attacker could output sensor data saying the aircraft was at an angle of 15
degrees instead of the actual angle of -15 degrees. Such a result could cause the plane to pitch downwards to “fix” the
angle of attack reading but would instead put the plane into a dive.

2. Fake Command Data

Fake command data is even more straightforward. Instead of the operator’s commands, the attacker inputs their
own commands (similar to a MITM attack). Consider the case of a commercial quadcopter. The user wants to take a
photo of a tree, so they command the drone to fly up. However, the attacker commands the drone to fly forward into
the tree, crashing the aircraft. While a rather trivial example, one could see the potential danger, especially around
high traffic areas like an airport.

C. Mitigation and Counters

Because attacks against control systems often involve the attacker gaining access to a system, the best counter is to
protect said systems, whether it be through firewalls, restricting access, or some other method. However, assuming an
attacker manages to gain control of a control system, there are two main techniques to reduce their effects: sandboxing
and redundancy.



Sandboxing refers to the concept where certain systems are limited in what they can access. Translating this to an
aerospace case, consider the gimbal system of a satellite controlling its orientation. The gimbal system does not need
access to the main power controls of the satellite, so it is “sandboxed” such that the gimbal system does not interact
with the power supply controls.

Redundancy refers to the duplication of critical components or functions of a system with the intention of increasing
its reliability. For example, consider a sensor on a helicopter measuring the main shaft speed, compromised by an
attacker. If there was only one such sensor, then the attacker could easily make modifications. However, if there were
three shaft speed sensors and the attacker controlled one, the result would be overridden by the other two, making
their efforts moot.

V1. Educational Involvement

Every specific cyberattack is unique in nature and requires its own specific solution. The best counter to any cyber
threat is that of education. As previously stressed in this paper, the knowledge in this area (especially at
undergraduate/graduate level) is rather lacking. Indeed, ABET’s Aerospace Engineering accreditation process makes
no mention of software development, let alone cybersecurity [17].

Thankfully, there has been a push for a general software development education in aerospace [18][19]. Although
such topics are undoubtable critical in today’s fast-changing technological world, educators cannot neglect a specific
cybersecurity focus. Given the already burdensome credit load (e.g., Georgia Tech requires 120 credit hours for a
general bachelor’s degree, but AE requires 132), it would be in the best interest of the students to limit the addition of
further courses.

Therefore, a two-pronged approach is needed: an initial introduction and a practical application component. An
initial introduction of cybersecurity and how it pertains to aerospace engineering could be provided as a component
of the classic “introduction to aerospace engineering” course that many undergraduates take their first year. This would
inform them of the importance of cybersecurity and its aerospace applications, while also potential sparking their
interest in learning more early on. A subsequent course on the practical applications (i.e., specific attacks, technical
solutions, actionable plans at an organizational level, etc.) would then follow later on in the degree program, potentially
as an elective.

However, changing the aerospace education curriculum at an undergraduate and graduate level does not address
the issue of the lack of awareness in the aerospace industry at large. The best way to address this issue would likely
be through training programs. Cybersecurity can be thought of as a safety issue that affects all employees- it could
simply be included in mandatory safety training programs.

VII. Conclusion

Cybersecurity is a fast-growing field, with the US Bureau of Labor Statistics predicting a 39% growth between
2019 and 2029 (much higher than the average of 4%) [20]. Such growth is unsurprising when considered against the
growing connected nature of today’s modern world. However, much of the focus in the aerospace sector is on porting
existing standards, recommendations, and practices from other fields to aerospace applications. Although there are
mitigations and protects for systems after development, the best way to protect a system is to consider the cybersecurity
aspects early in the design phase [7]. As such, aerospace engineers should be exposed to these concepts early on in
their career as they learn to implement development processes.

The overarching goal of this paper is to serve as a cursory introduction of topics for the next generation of aerospace
engineers to key areas where cybersecurity concepts will prove essential. There is a vast area of cybersecurity of
concepts, far beyond what can be covered in a short paper-- readers are encouraged to explore this topic in further
detail. AIAA themselves have also advocated for additional progress in several aspects of cybersecurity for aerospace
applications-- this is detailed in “Aerospace Cybersecurity and Safety” [21]. For the more technical-minded reader,
there are more detailed analyses of the threat landscape in the report “Cyber Threats to The Aerospace and Defense
Industries” from FireEye [22]. Additionally, the Open Web Application Security Project (OWASP) provides a great
starting place for any reader interested in cybersecurity, regardless of their experience level.

With regards to implementation in educational curricula, cybersecurity would be best suited to a two-pronged
approach containing both introductory and practical components. The former would be best suited to a general
aerospace introduction course, seeding students’ interest in the subject early. The practical applications component
could be a standalone class focused on the specifics of cybersecurity. For workers in industry, a mandatory safety
training course would likely be a good starting point, as cybersecurity is a safety issue that affects all employees.
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