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Abstract 

Future airplanes require new generation avionics concepts and technologies. Supersonic airplane projects are 

coming back again. Hypersonic passenger planes are in future projects roadmaps. Automated flight technology, 

software pilot capabilities, unmanned aircraft systems (UAS) promise to dramatically change the face of 

commercial and passenger planes and their avionics. Next generation aircraft set more demands and strict 

requirements to its distributed integrated modular avionics (DIMA) - more integration, more strict real-time 

constraints, more scalability, more fault-tolerance. It requires much higher rate data streams, much more 

integral processing power. DIMA should implement both basic avionic functions, computational intensive 

sensor sensors/actuators functions in real time, AI applications, future autonomous piloting functions with 

extensive data processing. DIMA integrated networking infrastructure should support not only a variety of 

information flows but distributed high-performance processing also. We consider AFDX, TTE and SpaceFibre 

networking technologies’ features for distributed avionics, propose SpaceFibre based integral interconnection 

for IMA-NG - Integrated Communications Network (ICN). SpaceFibre-based ICN may form scalable re-

configurable distributed platforms for all types of processing capabilities, easily scaled to increase performance. 

ICN wiring is based both on copper and fiber-optic cabling, depending on particular aircraft and its avionics 

project scale and requirements. We present the SpaceFibre-based architecture, its protocol stack. The article 

shows SpaceFibre-based ICN key features – high-rate communications, strict partitioning of communication 

resources for applications’ information flows, low latency guaranteed real-time communications, scalability, 

reconfigurability, fault-tolerance. SpaceFibre-based ICN is efficient in building DIMA with system level fault-

tolerance with operated redundancy. These features are supported both by automated ICN network design and 

configuration, and by run –time network management.    

Keywords: SpaceFibre, DIMA, time synchronization, reconfiguration, fault-tolerance. 

 

1. Introduction 
A large number of different applications are operating in modern on-board networks. From the system 

operation point of view, these applications perform critical and non-critical functions. Isolation of 

applications is very important for on-board computer networks. The execution of non-critical 

applications should not interfere with the execution of critical applications in any way. In addition, 

there should be no influence between various critical applications. Any errors that can potentially 

occur during the execution of one application (process) should not lead to distortion of the data, which 

is executed by other applications (processes), or distortion of the source code of other applications. 

All processes should be provided with computing and / or communication resources in a timely 

manner, so that they have time to finish execution before the deadline [1, 2, 3, 4, 5, 9].  

For quite a long time, on-board computer networks have been developed as federated systems [2, 

5, 6, 10] (see Figure 1A). In this case, for each application or a group of applications performing a 

certain separate function in the system, separate hardware resources are allocated. These resources 

are a hardware subsystems consisting of a separate computing module or a group of computing 

modules interconnected by a dedicated communication system. If applications performing different 
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functions should communicate with each other, then a communication network should be organized 

between them. In such systems, the absence of mutual influence between applications is ensured by 

the hardware implementation, because all the hardware resources that are needed for the particular 

application are used by this application only. In this case, resource conflicts are impossible. Access 

of some applications to the memory of other applications is also impossible. This is a very significant 

advantage of this design approach. Another advantage is the possibility of completely autonomous 

development, debugging and certification of each subsystem. 

However, on-board computer networks designed in this way have a number of disadvantages. The 

composition of subsystems is specialized for a single task or a very narrow range of tasks. The on-

board computer network as a whole can include several dozen types of subsystems, which makes 

its maintenance and repair a very time-consuming and expensive task. The loading of equipment in 

the part of the subsystems can be less than expected, however, it is not possible to use this 

subsystem for solving other problems, redistribute the load of the subsystem. In case of a failure of 

one of the subsystems, it is not possible to transfer the tasks performed in it to other subsystems. To 

manage the failures, the separate spaced redundancy is performed for each of the subsystems. This 

leads to bigger chip area and high power consumption overheads. [6, 7, 11]. 

The Integrated Modular Avionics (IMA) concept was developed to address these issues [1, 8, 13] 

(see Figure 1B). Within the framework of this concept, the same hardware resources are used to 

perform various tasks, including tasks of varying degrees of criticality. Hardware resources are used 

by different tasks in a time-sharing mode. Each application or group of applications implementing a 

separate function runs in a logically separate environment (partition). 

To implement this concept, the ARINC 653 “Avionics Application Software Standard Interface” 

standard was developed. This standard specifies the partitioning scheme - the division of the 

resources of the on-board computing system between applications that perform critical and non-

critical functions. The operating system for each application implements a separate function, allocates 

a partition – a separate environment for execution. Not all actions performed within one partition 

should have no effect on applications running on other partitions. The standard defines a set of 

mechanisms for organizing of interaction between partitions.  

When using this concept at the physical level, the on-board computer network is represented by a 

set of terminal nodes interconnected by a local network. A set of terminal nodes can include universal 

computers, specialized computers, sensors (devices that collect information), devices that perform 

information visualization functions; there can also be separate terminal nodes – memory. All system 

resources except memory resources can be used by different partitions in a time sharing mode (see 

Figure 1). Each partition is given a set of resources that it can use. A set of timeslots is specified for 

each resource, which can be used by a particular partition. Space partitioning is used for memory 

resources. Each Partition is allocated a set of memory areas (range of address) and the rules for their 

use (admissibility of read and write access) [2, 11, 13].  

This approach prevents the propagation of an error that occurs in one of the partitions beyond its 

boundaries. The error will not be able to affect the operation of the whole system [2, 7, 11, 14, 15, 

16].  

The use of this concept and this standard makes it possible to assemble an on-board computer 

network from universal subsystems at the hardware level. This greatly simplifies and reduces the 

cost of assembly, debugging and subsequent maintenance of equipment. Due to the use of universal 

hardware, the time required for the development, validation and verification (V&V) of the developed 

software is reduced. Such systems support dynamic reconfiguration. Processes can be moved from 

one hardware subsystem to another in case of a failure or to manage the load of the subsystems. 

This is achieved by changing the set of hardware resources and the rules for their use, specified for 

each partition. Thus, the use of this approach significantly simplifies and reduces the cost of 

development and exploitation of systems. Also it reduces hardware costs in comparison with 

federated architectures [5, 8, 9, 10, 12]. 

However, using this approach requires very strong proof that there is no interference between 
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processes running in different partitions. Such proofs should be fulfilled for every newly developed 

system.  
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B) IMA architecture 

Figure 1 – Examples of a federated (A) and IMA (B) system structures  
 

The communication network between terminal nodes is one of the most important parts of the 

onboard computer system. In the framework of the IMA concept, it is called a “virtual backplane” of a 

data communications network. Its characteristics largely determine whether the system will meet the 

condition that there is no interaction between tasks.  

The communication system must ensure the guaranteed delivery time for data packets between the 

nodes. Each data stream may have specific delivery time requirements. They should be met 
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regardless of the presence or absence of other data streams in the system, of their intensities. Also  

requirements should be met when errors occur during the operation of the system, as a result of 

failures in terminal nodes, routers and communication channels. In particular, when the intensity of 

one of the data streams becomes significantly higher than the expected, as a result of an error like 

“babbling idiot” in a terminal node or router. 

In this case, it should be possible to allocate a certain amount of bandwidth, timeslots for data 

exchange between individual sources and receivers. To implement this, many systems use 

mechanisms that ensure the use of the resources of the communication system by different data 

streams. Most of them are based on assigning different data streams to different virtual channels / 

virtual networks / virtual connections, each of which is allocated a certain set of timeslots, in which 

the use of the resources of the communication system is allowed.  

The communication system should provide the possibility of dynamic reconfiguration – changing the 

set of data transmission paths, the resources of the communication system allocated for them. 

Dynamic reconfiguration can be performed when the operating mode of the system changes and the 

set of tasks changes; tasks are redistributed to control the load, or due to failures of individual system 

nodes. 

Currently, there are several onboard computer networks developed using the IMA concept [4, 13]. 

For the implementation of communication systems, they use the AFDX [17, 18] and TTethernet [19, 

20, 21] standards. Both of these standards are built on top of the Ethernet standard. Initially, the 

Ethernet standard does not define the mechanisms necessary to implement the IMA concept. 

Additional mechanisms are defined at the upper levels of the AFDX and TTethernet standards. 

 

2. SpaceFibre standard 
 

The SpaceFibre standard was developed specifically for on-board networks, taking into account the 

specifics of this class of networks [22]. Modern on-board networks can include from several tens to 

hundreds and thousands of terminal nodes and routers. Onboard networks are used to transfer data 

streams from sensors, to form High Performance Computer (HPC) clusters, etc. Networks based of 

SpaceFibre standard have an arbitrary topology (graph of connections between terminal nodes and 

routers). 

The SpaceFibre standard specifies the layers of the OSI model protocol stack from physical to 

network (see Figure 2). A number of transport protocols have been developed for SpaceFibre 

networks. These protocols RMAP [23], STP-ISS [24], ESDP [25], etc. Specifications of these 

protocols are implemented as separate standards. 

SpaceFibre offers to use copper cables or fiber optics at the physical level. When using optical fiber, 

the length of communication lines can be several tens of meters. The data transfer rate could range 

from 1.25Gbps to 6.25Gbps. 

The SpaceFibre standard defines a mechanism for virtual channels (at the data link layer), virtual 

networks (at the network level). Each data link can support from one to 64 virtual channels. The 

number of virtual channels is determined by the minimum number of virtual channels among the two 

subscribers participating in this data link. Each VC within one device port is assigned a physical 

number, starting from 0. One data link can have up to 32 virtual channels. When exchanging data in 

a data link, data is transferred between virtual channels with the same physical numbers.  

Data transfer at the level of virtual channels is carried out in terms of frames (see Figure 3). The data 

frame size can range from 1 to 64 4-byte words. Frame boundaries and packet boundaries are 

generally unrelated. For example, the end of one packet and the beginning of the next can be 

transmitted in the same frame. Several short packets also can be transmitted in one frame. 

In the data link, a crediting scheme is used to avoid data loss due to overflow of the receive buffer. 

The receiving side sends the transmitting side special FCT control code with credits – information on 

the amount of free space in the buffer. FCTs are sent on a per VC basis. One FCT corresponds to 
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64 4-byte words. At the beginning of work or after a reset, the receiving side sends the number of 

FCTs corresponding to the buffer size of each virtual channel. Further, after 64 words of data arrive 

from the transmitting side via the virtual channel, the receiving side can send another FCT. 

STP-ISS

SpaceFibre

Physical layer

Data link layer

Network layer

Onboard 

software

Transport layer

Session layer

Presentation layer

Application layer

SpaceWire 

standards 

family

RMAPESDP

Applications

 

Figure 2 – SpaceFibre and transport protocols 
 

All frames are provided with checksums (CRC) and sequence numbers to detect errors that may 

occur during data transmission over a physical channel, and lead to distortion or loss of data. In case 

of mismatch of the checksum or the frame sequence number, the transmitting side is informed about 

a possible error and the frames are re-transmitted. If the receiveк gets a frame with an incorrect 

format, it is discarded. 

These mechanisms make possible to prevent failures in physical data transmission channels. To 

avoid failures, regular redundancy of network equipment can be used. 

A class of service should be specified for each virtual channel. It is characterized by a priority level, 

physical channel bandwidth and / or a list of timeslots in which transmission is allowed. 

On the transmission side, after the transmission of the next data frame, the Media access controller 

selects from which virtual channel the next frame will be transmitted. The selection involves those 

virtual channels in which there is a data and credits for transmission. Only those channels that are 

allowed to transmit in the current timeslot are considered. If none of the virtual channels are allowed 

to transmit has data for transmission or credits, then a special IDLE frame is transmitted. If there are 

several channels that can transmit data in the current timeslot, then the channel with the highest 

priority sends it. If there are several channels with the same priority, then the one with the largest 

unused bandwidth is selected.  

If the next timeslot ends and at this time the next frame is transmitted, then its transmission is not 

interrupted, the frame is transmitted to the end. 

It should be noted that the settings of the virtual channel in the data link may not be symmetrical. For 

example, if a data link connects port 1 of router 1 and port 3 of router 2, then in port 1 can be allocated 

80% of the bandwidth, and in port 2 can be allocated 20%. This allows you to support asymmetric 

data streams in different directions. 

The total bandwidth allocated to all virtual links on one device port must be less than 100%. Some 

bandwidth must be reserved for the transmission of service information. As a rule, for the transmission 

of service information, up to 10% of the bandwidth is reserved. 

A virtual network is a set of virtual channels belonging to different links of data transmission (see 

Figure 4). If data passing through a virtual network should be transmitted through a data link, then 
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this data link should have a virtual channel corresponding to this virtual network. Each port of the 

SpaceFibre device has a table of correspondence between the numbers of virtual channels and 

virtual networks. 
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А) Priorities 
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b) Scheduling 

Figure 3 – Data exchange at the datalink layer 
 

One physical network can have up to 64 virtual networks. The number of virtual networks using one 

data link is limited by the number of virtual channels in this data link. At the network level (in routers), 

data belonging to different virtual networks should be transmitted independently. This mechanism 

allows to share network resources (network devices, physical communication channels) between 

data streams in a time-sharing mode. The supported quality of service are priorities, guaranteed 

delivery time (based on scheduling mechanism), guaranteed bandwidth. 

The same quality of service type is defined for all data streams transmitted over the same virtual 

network.  

At the network level, the SpaceFibre standard uses wormhole routing. However, it would be more 

accurate to call it Virtual Cut Through due to the fact that there are buffers in the input and output 

port controllers. 

The SpaceFibre network topology can be different. However, to avoid deadlocks, data paths should 

not contain loops. 

At the network level, it supports three types of addressing - path, logical and regional-logical. A path 

address is a list of router output port numbers which packet should pass during transmission from 

source to destination. The network header of a packet consists of one or more segments. The length 

of each header segment is one byte. The number of segments in the network header of a packet in 

this case is equal to the number of transit routers, which the packet should pass. Each segment 

contains the output port number through which the packet should be transmitted in the next router. 

Each transit router uses a segment at the beginning of the packet header to select an output port and 

then erases that segment. The use of path addresses does not impose any restrictions on the size 

of the network, the number of terminal nodes in the network. However, with the growth of the network, 

the increase in the number of transit routers between the source and destination, the length of the 

packet header also increases. Because of it path addressing in large networks is used mainly for 
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network discovery and monitoring purposes. 
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Figure 4 – Example of a virtual network with virtual channels 

 

When using logical addressing, the packet header consists of one segment, which contains the 

logical address of the packet. To select the outgoing port number in this case, routers use a routing 

table that sets the correspondence between addresses and outgoing port numbers. When using 

logical addressing, all transit routers use the same logical address for routing. It is possible to use 

224 logical addresses, so the routing table in each router contains 224 lines. This is significantly less 

than the typical table size for routers supporting standards such as Serial RapidIO and InfiniBand. 

The small size of the routing table is a great advantage for aerospace applications, since it is very 

small. It allows to significantly reduce hardware implementation costs.  

However, a network using logical addressing can support up to 224 subscribers. This is not enough 

for many on-board networks. To eliminate this limitation, regional-logical addressing is used. When 

using this type of addressing, the packet header consists of several segments. Each segment 

contains a logical address. The entire network is logically divided into separate regions. When 

transmitting a packet within one region, the address located first in the packet header is used. In 

routers located at the border of the region, the first byte of the header is deleted. To implement this 

mechanism, the header separation flag is indicated in the routing tables for the packet header. 

Regional-logical addressing allows to create networks of any size. In this case, the length of the 

packet's network header will be significantly less than when using path addressing. 

At the network level, a priority mechanism can be supported. To implement it, each network header 

in the routing table can be assigned a priority level.  

To avoid errors of the network and upper layers a timeout mechanism is supported. This mechanism 

allows to detect situations when the packet header or the next byte of the packet cannot be 

transmitted to the output port due to its unavailability. The unsent part of such a packet is discarded. 

Also, this mechanism allows to detect situations when the next byte of the packet does not come 

from the input port for too long. In this case, the erroneous end of the packet EEP is sent to the 

outgoing port. This timeout allows to prevent blocking of virtual network resources by a packet whose 

transmission has stopped, which is especially critical for wormhole routing networks. 

According to the SpaceFibre standard, each network device should support a configuration port 

through which a remote system administrator can access the device's configuration address space 

to set the operating mode and to read the configuration. The memory map of the configuration 
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address space is currently not specified. 

The RMAP transport protocol is typically used to access the configuration space. Within the 

framework of this protocol, packet formats are specified. It makes possible to implement commands 

for reading, writing address memory or FIFO (reading and writing of one or more words at the same 

address). Atomic calls are also supported, during the execution of which a word is read, the bits of 

this word specified by the mask are modified, and the modified value is written to memory. 

Potentially, other transport protocols can be used to access the configuration space, for example, 

STP-ISS. 

3. Building a DIMA network based on the SpaceFibre standard 
As it was shown in the previous section, mechanisms allowing to share physical network resources 

between data streams with different characteristics are integrated directly into the main part of the 

SpaceFibre standard and are supported in the data link. This distinguishes this standard from 

standards such as AFDX, TTEthernet, in which these mechanisms are implemented as an extended 

feature. Let us see how SpaceFibre mechanisms can be used to transfer mixed critical traffic. 

Since SpaceFibre specifies quality of service between virtual networks, traffic flows of different types 

can be assigned to different virtual networks. 

As noted above, virtual network 0 is always used for network configuration and network management. 

The developer can use the rest of the virtual networks in accordance with the tasks solved in the 

system. For example, all traffic with no delivery time requirements (not critical for the operation of the 

system) can be assigned to one virtual network. The traffic that is critical for the operation of the 

system can be assigned to one or several virtual networks. In particular, traffic with a different degree 

of criticality, with different requirements for delivery time, and different characteristics of data streams 

can be assigned to different virtual networks. For example, one of the virtual networks can be used 

to transmit command traffic, which is the most critical. Another virtual network can be used to transmit 

real-time video traffic, which also requires guaranteed delivery times. 

It should be noted that the basic version of the SpaceFibre standard does not provide the possibility 

of network resources distributing between data streams belonging to the same virtual network. 

Regarding to this, if data streams intersect, then it is possible to place them in different virtual 

networks in order to avoid conflicts of resources (even if they need to provide the same quality 

service). 

A scheduling mechanism implemented at the transport layer and operating within the same virtual 

network can also be used to avoid resource conflicts in a single virtual network. 

In order to enforce the use of physical links in a time-sharing mode between virtual networks, the 

SpaceFibre scheduling mechanism should be used. When using this mechanism, each virtual 

network (each virtual channel of this virtual network) is allocated a set of timeslots, in which it is 

allowed to transmit data. If only one virtual network is allowed to transmit data in one timeslot, then 

conflicts for network resources are completely excluded. In this way, strictly partitioning support can 

be provided. In this case, conflicts for the physical resources of the network are completely excluded. 

The network can provide a guaranteed data transfer time equal to the minimum data transfer time. If 

an error occurs in any virtual network as a result of a failure in one of the terminal nodes transmitting 

data in this virtual network or transit routers, then this will not affect the transfer of data for other 

virtual networks. The transmission of data in each virtual networks is done in strictly allocated 

timeslots. If there is a deadlock in one of the virtual networks, then this will also not affect the transfer 

of data through other virtual networks. If a Media access controller in one of the devices fails and the 

data transmission for different virtual channels does not correspond to the allocated timeslots, then 

the propagation of this error in the network will be stopped by the next devices in the data 

transmission path. In these devices, Media access controllers will not allow propagation of data 

further into inappropriate timeslots. Thus, the correct functioning of the remaining virtual networks will 

continue. It is illustrated in Figure 5. 
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Figure 5 – A mechanism to stop the propagation of an error 

 

Within the framework of the standard, it is possible to use the same timeslot for data transmission of 

several virtual networks. For example, a virtual network used to carry command traffic can be allowed 

to transmit data in all timeslots. 

If the transmission of data belonging to several virtual networks is allowed in one timeslot, then the 

choice of the next frame for transmission is carried out in accordance with the priorities of the virtual 

networks. For example, the virtual network used to carry command traffic can be assigned the highest 

priority level. This will ensure the minimum waiting time for the transmission of frames over this 

network if the physical channel is busy. 

At different periods of operation of an aircraft in a distributed computer network, different sets of tasks 

can be performed. They are different modes of operation of the network. In different modes, the data 

transmission paths over the network can be different; the characteristics of the data streams can 

significantly vary. Changes to the configuration of data transmission paths can also be performed 

due to network equipment failures. 

The SpaceFibre network has the ability to dynamically change the configuration. Modification of 

routing tables is possible. String values can be changed / replaced with new ones. It should be noted 

that if the transmission path of packets with a certain address changes, then the elimination of the 

possibility of loops in the transmission paths caused by this change should be controlled by the 

network designer. If such a cycle occurs, there would be no blocking of the virtual network due to the 

timeout mechanism. However, some of the transmitted data packets will be lost (erased). 

Modification of virtual channel settings is possible. Priority levels, bandwidth share, set of timeslots 

in which transmission is allowed can be changed. To perform these settings, you do not need to close 

the connection (disconnect) on the physical channel during the reconfiguration. Frames that started 

transmission before the configuration change will be transmitted according to the old settings. The 

next frames will be transmitted according to the new settings. 

It is also possible to dynamically change the tables of correspondence between the number of the 

virtual channel and the virtual network. In this case, in order to exclude the situation when some of 

the frames related to one packet will be transmitted over one virtual network, and some over another 

virtual network, it is necessary to prohibit the operation of virtual channels with the changed settings 

in the lookup table. As a result, if the setting was performed at the time of packet transmission, then 

after the transmitted part of the packet, the erroneous end of the packet (EEP) will be sent, and the 

tail of the packet will be discarded. If the change in the correspondence between the virtual channel 

number and the virtual network number is not performed for all virtual channels, then the transmission 

of the data could be continued over those channels for which the reconfiguration is not performed. 

Thus, the possibility of dynamic reconfiguration of some virtual networks is supported and the 

possibility of regular data transfer in other virtual networks is maintained. 

In addition to the discussed errors detection possibilities additional mechanisms for traffic filtering in 

transit routers can be implemented. These mechanisms are mainly designed to detect errors within 

the same virtual network. Errors of this kind are critical for a separate partition that uses this virtual 
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network (they cannot affect other partitions), except the cases when they concern the data exchange 

mechanisms between different partitions.  

For each virtual network, the maximum allowable packet length can be defined. If a longer packet 

appears in the virtual network, or even an infinitely long packet, the tail of the packet that exceeds 

the maximum allowed length will be discarded. As a result, the blocking of this virtual network by this 

tail of the packet will be excluded. 

Due to the fact that the length of the network header of SpaceFibre packets can be different and the 

standard does not define the end of the network header, generally it is not possible to check the 

correctness of the network header in transit routers. In addition, it is not possible to check any 

conditions, associated with the used transport protocols. However, for specific implementations, the 

allowable lengths and values of all network header bytes in the various routers that are used by a 

given virtual network may be standardized. This can be used to detect packets with invalid network 

headers on the network and discard such packets. Network header errors can occur during network 

debugging, particularly during software debugging. Being able to detect them will simplify the 

debugging process. 

The same scheme can be used to control the transport headers of packets. Using this mechanism 

can make possible to prevent the propagation of packets related to transport protocols that should 

not be used in this virtual network, to exclude commands that should not be present in this virtual 

network. 

These mechanisms can be relevant in the process of debugging the network. In the course of normal 

operation, they can make it possible to eliminate the use of network resources for the transmission 

of erroneous packets. Such packets use the resources allocated for this virtual network, and can 

cause the network blocking, which can lead to a violation of the guaranteed delivery time for normally 

transmitted packets. 

As it was mentioned before, guaranteed time data delivery mechanisms of SpaceFibre and transport-

layer mechanisms within the virtual network could be implemented by the scheduling mechanisms. 

In turn, scheduling requires time synchronization methods, which are not specified in the SpaceFibre 

standard. SpaceFibre specifies the broadcast messages that could be used for the time 

synchronization [22].  

In paper [26] it is shown, that using of time synchronization mechanism offers the synchronization 

accuracy within one μs for the networks, in which the distance between the synchronization source 

and other nodes does not exceed 10 transit routers. 

 

4. Extension of SpaceFibre functionality with transport layer protocols 
According to Figure 2, there are only a few transport layer protocols are available for SpaceFibre 

networks. SpaceFibre specifies the RMAP protocol for the remote memory access. However, RMAP 

functionality is not enough to solve all the tasks of on-board networks. ESDP protocol is specifically 

intended for transmission of streaming data. STP-ISS is a powerful solution, which offers different 

quality of service types, configuration flexibility and other features. 

Each SpaceFibre virtual channel supports the priority, bandwidth reservation and scheduling qualities 

of service (QoS). In turn, STP-ISS entities in the nodes support the best effort, guaranteed, priority 

and scheduling QoS. But STP-ISS and SpaceFibre provide QoS at different levels. STP-ISS provides 

the end-to-end operation and QoS for the whole network; SpaceFibre describes the datalink layer 

operation, so the QoS is provided for the point-to-point link.  

The joint use of STP-ISS and SpaceFibre protocols has many advantages. Using of STP-ISS best 

effort QoS gives an ability to use pure SpaceFibre QoS without any additional mechanisms. 

SpaceFibre guarantees the point-to-point delivery, but it cannot guarantee the end-to-end delivery, 

because anything can happen inside the router or link may fail, for example. STP-ISS guaranteed 

QoS could handle such kind of error. If SpaceFibre transmits data in continuous mode, some packets 

could be deleted from the Virtual Channel buffer. STP-ISS will resend these packets end-to-end. 
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STP-ISS priority QoS allows applications to send different types of packets via the same virtual 

channel, in one virtual network. Therefore, on-board network could have virtual networks with several 

source nodes and different QoS. 

STP-ISS schedules end-nodes’ entities, and SpaceFibre schedules virtual channels, so STP-ISS 

scheduling provides QoS partitioning between information flows in a virtual network in case of multiple 

transmitters. Scheduling in STP-ISS can be used to control data transmission from several end node 

initiators.  

If the hardware resources are limited and we cannot have many virtual networks.  Due to the limited 

hardware resources in real network implementations there are much more data flows than the 

number of implemented virtual channels. With STP-ISS QoS network designers would be able to 

place several initiators in one virtual network. 

STP-ISS would help to solve the problem of packets being stuck in a SpaceFibre virtual network. 

STP-ISS discards a packet in case of application does not read data from receive buffer (and it 

becomes full). Discarding of the packet releases network recourses, so that other packets can be 

transmitted. 

The problem of porting of STP-ISS protocol for SpaceFibre networks is described in [27].  

Additional STP-ISS feature that could be used for SpaceFibre is time synchronization. SpaceFibre 

time synchronization mechanism is not specified, but STP-ISS protocol describes the synchronization 

mechanism for Scheduling QoS (adjustable number of time-slots in epoch, synchronization once in 

an epoch). In its turn SpaceFibre provides point-to-point scheduling for virtual channels and the 

number of time-slots is always 64, no synchronization mechanisms, just time-slot number to 

determine the beginning of a time-slot. 

STP-ISS and SpaceFibre schedules are asynchronous, however it is possible to use STP-ISS 

synchronization block for SpaceFibre. 

In this case, STP-ISS synchronization for SpaceFibre will use another broadcast channel. 

Synchronization would be done once in an epoch on reception of correspondent broadcast. Upon 

synchronization, the time-slot number will be issued to SpaceFibre (from 0 to 63). This way all 

SpaceFibre devices in a network will be in the same time-slot (see Figure 6).  
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Figure 6 – STP-ISS and SpaceFibre time synchronization 
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If STP-ISS time-slot is equal to one or several SpaceFibre epochs then it is possible to use STP-ISS 

scheduling for end-nodes operation via the same virtual network.  

5. Conclusion 
The paper discusses the SpaceFibre standard and the possibility of building DIMA based on this 

standard. It is shown that high-rate communications, strict partitioning of communication resources 

for applications’ information flows, low latency guaranteed real-time communications, scalability, 

reconfigurability, fault-tolerance are provided.  

Using of SpaceFibre standard for building of modern DIMA would be a huge step forward for the on-

board networks. SpaceFibre is a new standard, but it is very powerful and effective using of this 

standard will reduce the number of the onboard networks failures during the operation, which is a 

very important parameter for the aircraft.   

Also the paper gave a description of the STP-ISS transport protocol and SpaceFibre joint operation. 

STP-ISS scheduling can resolve collisions in SpaceFibre virtual networks, virtualization of SpaceWire 

network to SpaceFibre virtual channels and using of several independent flows in one virtual network. 

In addition, STP-ISS can provide an operating solution for SpaceFibre time synchronization. Different 

configurations of SpaceFibre and STP-ISS can provide users with variety of different operation 

scenarios and modes, add the additional configuration flexibility. 
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