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Abstract

A novel approach to correcting the effects of wall interference has been developed for closed-wall wind tun-
nels using a nonlinear least squares optimisation process that is independent of model geometry. Potential
flow singularities are used to represent the test object and the method of images is used to represent the
tunnel walls. The present approach makes use of trust-region reflective optimisation to allow the locations and
strengths of singularities to be determined iteratively with only wall pressure measurements as independent
inputs. The technique has been validated using CFD simulations of flow around canonical shapes in both free
and wall-bounded conditions at blockages of 5 % to 20 %. Comparisons are drawn to the two-variable method,
with demonstrated improvements across the range of bodies considered.
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1. Background
A major source of error in wind tunnel testing arises from the interference effects between the wind
tunnel walls and the test model. In a closed-wall tunnel, boundary layer growth along the walls
results in a pressure gradient along the length of the tunnel referred to as horizontal buoyancy [1]
- although the effects of this are typically mitigated through facility design. For a lifting model, the
general redirection of the flow downwards is constrained by the tunnel floor, resulting in an induced
upwash known as lift interference. The walls also impose a flow constraint in the region around the
model and its wake, causing a local increase in streamwise velocity, affecting the aerodynamic forces
and moments experienced by the model. It is imperative that wind tunnel test data be corrected for
these effects, as aircraft design demands very low uncertainty from wind tunnel data [2].
One of the most widely-used correction techniques in wind tunnel testing is the two-variable (2V)
method [3]. By defining a control volume bounded by the tunnel walls and by arbitrary upstream
and downstream planes, the strength of all sources and sinks representing the tunnel walls can be
obtained from the potential flux using the divergence theorem. To obtain a unique solution, two in-
dependent flow variables at the bounding surface are needed: for closed wall tunnels this may be
taken as the streamwise velocity, and wall-normal velocity equal to zero due to the assumed imper-
meability of the walls. The key advantage of this technique is that it can determine the interference
flow field independently of any model representation. However, in order to do this, this technique
normally requires a large number of wall pressure measurements (typically n ≈ 100) in order to obtain
a sufficiently resolved solution.
Contrary to the approach taken by the 2V method, the wall pressure signature technique provides
estimates of the interference flow field by modelling the object in the wind tunnel and its wake as
the superposition of source, sink and doublet elements centrally located along the tunnel axis [4].
This technique has the advantage of requiring significantly fewer measurements to obtain a unique
solution (typically, n ≲ 20 [5]). However, the wall pressure-signature technique does not capture
upwash corrections particularly well, as the blockage is assumed to be axisymmetric. The technique
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can be improved by moving the singularities off of the centreline, but this requires that the particular
locations of the singularities be known a priori [6].
The technique has been extended to accommodate off-centre singularities, horseshoe vortices, and
model forces [7]. Other implementations have included the use of statistical techniques to obtain
the singularity characteristics from an over-prescribed boundary condition, thereby allowing the use
of additional wall pressure measurements to improve the fit [8], and the use of panel-method repre-
sentations of the tunnel walls to facilitate corrections within wind tunnels of arbitrary cross-sectional
geometry [9].
Despite these advancements, the wall pressure-signature method still requires the type, location and
strength of the singularity to be prescribed, relying on either empirical observations or engineering
experience.
The developments in the present work build upon that of panel code ANTARES used in the NASA
Ames Transonic facility [8], [10] whereby a ’global’ least squares fit matches the wall pressures across
all wall ports using potential singularities. The Wall Interference Correction System (WICS) method
represents the model as a series of point sources, sinks and line doublets as with the wall signature
method and determines the singularity strengths from the wall velocities [9]. Furthermore, it can more
readily evaluate the effects of strut interference by evaluating the strut independently of the model and
superimposing the interference field on that of the model. However, this approach still requires the
wind tunnel engineer to prescribe the initial positions of the singularities, with limited freedom for
the singularities to move. For example, where a fuselage is represented by a point source and sink
(a rankine body), this method allows the singularities to move along a linear path between the two
locations.

2. Problem formulation
Because the models being tested are typically located far enough from the wind tunnel walls to min-
imise boundary layer interaction, wall correction methods generally assume that the wall interference
causes small perturbations to the flow and will not result in any viscous interactions with the model.
This concept has been used to approach wind tunnel wall interference using potential theory for the
better part of a century [11]. The specific influence of the walls on the flow around the model may
therefore be approximated by assuming the flow to be irrotational, incompressible and inviscid [5],
making use of the Prandtl-Glauert transformation β =

√
1−M2

∞ where M∞ is the freestream Mach
number, to linearise the effects of compressibility. Note that the free-stream Mach number M∞ is
defined as the far-field upstream Mach number in the absence of constraining walls. Under these
assumptions, the effects of the test model on the flow can be reproduced through the superposition
of some number of potential flow singularities, and the effects of the walls on the flow can be ap-
proximated using the method of images. The locations and strengths of the singularities (and their
images) then uniquely define the velocity potential function φ(x,y,z), such that

β
2 ∂ 2φ

∂x2 +
∂ 2φ

∂y2 +
∂ 2φ

∂ z2 = 0 (1)

where the velocity components may be obtained from the continuity equation as u= ∂φ/∂x, v= ∂φ/∂y
and w = ∂φ/∂ z. The proceeding content of this paper considers two-dimensional cases, and will refer
to the streamwise and vertical directions as x,y, respectively, with corresponding velocity components
u,v.
To illustrate this method, consider a two-dimensional domain in (x,y), transformed into polar coordi-
nates about (0,0). At an arbitrary (r,θ) take a point doublet with some radius R and circulation Γ.
Then the velocity potential φ for a doublet situated in a uniform flow with a velocity of U∞ is given as
[12]

φ=U∞ sinθr
(

1− R2

r2

)
+

Γ

2π
ln

r
R

(2)

Taking the velocity in polar coordinates as

ur =
1
r

∂φ

∂θ
uθ =−∂φ

∂ r
(3)
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where ∂ refers to the partial derivative, the potential equations can be expressed as

ur =U∞ cosθ

(
1− R2

r2

)
(4)

uθ=−U∞ sinθ

(
1+

R2

r2

)
− Γ

2πr
(5)

By applying the transformation into Cartesian coordinates as(
u
v

)
=

(
cosθ −sinθ

sinθ cosθ

)(
ur

uθ

)
(6)

and by representing the radius of the cylinder R by the strength of the doublet as

R2 =
κ

2πU∞

(7)

equations 4 and 5 can be expressed as

u=

(
U∞ − κ

2πr2 cos2θ

)
− Γsinθ

2πr
(8)

v=− κ

2πr2 sin2θ +
Γcosθ

2πr
(9)

In order to solve for κ and Γ, equations 8 and 9 can now be expressed asU∞ − 1
2πr2 cos2θ − sinθ

2πr

− 1
2πr2 sin2θ

cosθ

2πr

κ

Γ

=

u

v

 (10)

This equation is now of the form Ax = b and the singularity strengths can be determined by using
standard linear algebra. It should be noted that in the case of wind tunnel experiments, any number
of measurement locations may be used, meaning A may not necessarily be square and therefore
invertible. As such, this system of equations is typically solved using singular value decomposition
[8].
Having solved equation 10, the correction procedure can be applied. The difference between the
velocity fields with and without the effect of the walls is typically described in the form of the blockage
factors δ and ε, such that

δ =
∆v
U∞

ε =
∆u
U∞

(11)

where U∞ is the freestream velocity magnitude. Classically, ε is taken to be the sum of the from the
solid blockage εs and the wake blockage εw.
Under the inviscid far-field assumptions of small perturbations (and assuming again that u dominates
over v and w), the streamwise wall velocity perturbations can be obtained from the linearised Bernoulli
equation as

∆u
U∞

=−1
2

∆Cp (12)

where Cp denotes the usual pressure coefficient. Taking the interference velocities in eq. 11 along
the model centreline, the drag and lift coefficients (CD,CL) may then be corrected as

CDc =
CDu −δCLu

(qc/qu)
(13)

CLc =
CLu +δCDu

(qc/qu)
(14)

where the subscripts c and u refer to the corrected and uncorrected quantities, respectively and q is
the dynamic pressure.
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2.1 Nonlinear least-squares correction method
Given the current low cost of computing power, it should be possible to implement a modified wall-
pressure signature technique whereby only the number and type of singularities are fixed, while the
locations and strengths are obtained by fitting to the available wall-pressure data. This should enable
the corrections to better represent complex or even unknown geometries, and yield more accurate,
consistent corrections.
This work builds upon that of Ulbrich et. al [13] by removing the constraint for fixed singularity position
and type. As opposed to relying on the test engineer to select appropriate singularities to represent
the test article with limited scope for movement of singularities, this method uses nonlinear optimi-
sation to achieve a representation of the interference flow field. Referring back to equation 10, the
positions (r,θ) (or (x,y) in the usual Cartesian format) are also considered variables, and it is clear
that the equations cannot be linearised in [x,y,κ,Γ] and solved analytically.
The approach taken in this work makes use of the trust-region-reflective nonlinear least-squares
algorithm [14], [15] implemented using the inbuilt MATLAB lsqnonlin functionality. This optimisation
technique has been developed for the purpose of locating a local minimiser of a smooth nonlinear
function with bounded variables. This algorithm is a Newton optimisation technique, meaning it makes
use of the second partial derivatives (Hessian matrix) of the inputs to arrive at a solution, and by using
the curvature of the space to arrive at the solution, it yields faster convergence. This requires that the
objective function is twice continuously differentiable which is satisfied for potential singularities.
The trust-region reflective algorithm defines a "trust region" χ whereby the objective function to be
minimised can be approximated as a quadratic function. A perturbation is then applied to the parame-
ter in question. If the resulting change in the objective function exceeds the trust-region, χ is reduced
and the process repeated. This ensures that sufficiently small steps are taken during the process to
achieve a global and local quadratic convergence [15]. Here, the objective function is comprised of
the sum of squares of the set of measured wall velocities in equation 12 subtracted from the velocities
derived from the method of images.
The set of upper and lower bounds in this application are given in Table 1 below. L,H refer to the
tunnel length and height respectively. The constraints of primary importance for this application are
the requirements for the positions of the singularities to be located in the confines of the tunnel. The
upper bound of κ is determined from the equation for doublet radius given in equation 7. The initial
values given in brackets are randomly distributed between 0 and the upper bound given with the
exception of x0 where the starting values are hyperbolically spaced between −L/2 and L/2.

Table 1 – Least-squares constraints and initial values

Variable Lower Bound Upper Bound Initial Value
x −L/2 L/2 [−L/2,L/2]
y −0.49H 0.49H 0
κ 0 2πV∞(H/3)2 [0,2πV∞(H/10)2]
Γ −∞ ∞ [0,10−4]

The Nonlinear Least Squares (NLSQ) algorithm is applied following the process shown in Figure 1.
There are two inputs to the algorithm: the measured wall velocities (at present evaluated using CFD),
and an initial guess of the positions, doublet strength, and circulation [x0,y0,κ0,Γ0] for each point
doublet used to represent the test article. At present, sources and sinks are not considered. The
method of images is applied to the potential flow equations for the initial distribution of singularities.
The Prandtl-Glauert transformation is applied [16] and the velocities are calculated at the same lo-
cations as the measured velocities. The objective function - the sum of squared differences between
the measured and calculated velocities, is then passed to the lsqnonlin algorithm where the initial
values are perturbed subject to the upper and lower bounds of each variable defined in Table 1. The
trust-region reflective algorithm is then iteratively used to determine the strengths and positions of the
singularities which minimise the objective function, providing the best match between the method of
images and measured wall velocities. Finally, the optimal singularities are used to solve the potential
flow equations at the desired test locations as input to eq. 11. The algorithm is able to calculate the
interference correction in the order of one minute on a standard desktop machine.
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Figure 1 – Flow diagram of the NLSQ iterative procedure

An example arrangement of singularities is shown in Figure 2 for a 2D cylinder at Reynolds number
Re = 106 and a height/diameter (H/D) equal to 5. The figure shows a free-air representation of the
cylinder calculated using CFD, with flow from left to right. Doublets (dipoles) are freely distributed
throughout the domain in order to achieve the same wall bounded velocity profile, and the walls
are removed to determine the equivalent free-air profile. There is little disturbance upstream of the
body, illustrated by the sparse distribution of small doublets. At the model location and its wake
bubble, there is a cluster of doublets of larger strength (larger radius), forcing the wall bounded flow
to achieve a higher velocity. Finally, the long tail of the wake results in a wall velocity greater than the
free-stream, represented by the broadly equal strength doublets periodically located downstream.
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Figure 2 – Streamlines for NLSQ representation of a static 2D cylinder at Re = 106, H/D = 5

2.2 Assessment using CFD simulations
The challenge in developing a wall interference correction method arises when determining the
benchmark against which the corrections are to be assessed. Whereas wind tunnel experiments
capture the physics, it is rarely possible to also experimentally obtain a free-air equivalent to the
wall bounded flow. Hence, the effectiveness of the nonlinear least-squares correction method has
been demonstrated using data from CFD simulations of canonical 2D geometries in the presence
and absence of walls. Data were collected for H/D = 5,10 and 20. The geometries tested included a
cylinder, a NACA 0012 aerofoil with and without a spoiler, and a NACA 4415. It should be noted that
the H/D for the aerofoils is defined using the body chord.
CFD simulations were carried out using the ANSYS Fluent solver. 2D simulations were evaluated on
a domain measuring 800D in length and 400D in height, as shown in Figure 3. The large domain is
used to represent the free-air condition, with subset regions of the domain used for each wall bounded
condition, as indicated by the horizontal lines labelled as H/D = 2,5,10,20,50. The flow enters the
domain through a mass flow inlet on the left hand side of the figure and exits via the pressure outlet
at atmospheric pressure. The farfield walls in the unbounded domain are represented by velocity
boundaries at the same velocity as the mass flow inlet. The curved boundaries have been chosen to
allow the flow to either enter or leave the domain at an angle that is not tangent to the boundary. At
each H/D, the domains outside the required H/D are deleted, and the outermost wall is defined as
a slip-wall, i.e. zero shear-stress. At this stage it is unnecessary to include no-slip walls as it can be
assumed that a buoyancy correction has already been applied to the data, independently of the wall
correction procedure.
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Figure 3 – Domain showing regions for H/D = 2,5,10,20,50 and Unbound cases

The steady-state Reynolds-Averaged Navier-Stokes (RANS) equations were solved using a second-
order upwind Gaussian cell-based approach with a coupled pressure-velocity scheme. The flow is
fully turbulent and laminar-turbulent transition has not been fixed in any case. The parameters used
for each CFD simulation are shown in Table 2. The conditions have been pressure controlled to
achieve the appropriate Reynolds number for a given Mach number.

Table 2 – CFD conditions for each body considered

Parameter Cylinder NACA 0012/NACA 4415 NACA 0012 Spoiler
Turbulence model k-ε realizable k-ω SST k-ω SST
Re 105/106 106 3.5 ·105

Mach 0.214 0.152 0.075
U∞ (m/s) 73.0 51.94 25.56

CFD results have been validated against literature, with the 2D cylinder achieving CD = 0.374 in the
present study in comparison to CD = 0.39 in [17], and Zdravkovich reporting values in the range
CD = [0.17,0.4] [18]. Lift and drag coefficients are displayed for the NACA 0012 and NACA 4415
results in Table 3. Results show consistency with that found in literature, with some deviation from
expected values at high incidence for the NACA 4415. It should be noted that although confidence
is required of the CFD results, for the purposes of determining the validity of the wall correction
techniques, the relative accuracy with respect to the free-air flow is of greater importance. The
NACA 0012 with deployed spoiler has been compared against two datasets. Letting c refer to the
aerofoil chord length, the NACA 0012 with deployed spoiler follows the geometry and conditions in
[19] consisting of a 10%c spoiler on the upper surface from 0.7c to 0.8c with a 0.1%c cavity. That study
considered the effect of spoiler gaps at spoiler deflection angles ranging from 60◦ to 90◦ providing
both steady state and transient data. Present results are evaluated at zero angle of attack and
show excellent agreement with plotted values in the published work, as shown in the table. Further
comparison is made to another study using the same geometry [20]. That study considered unsteady
aerodynamics of a spoiler deploying from 0 up to 90◦. Lower deflection angles are not comparable
to this study as steady state does not read across to the dynamic motion of the spoiler. However,
steady state results at 90◦ show reasonable agreement as follows: Present: CD = 0.08, CL = 0.95,
[20]: CD = 0.13, CL = −0.90. Example pressure contours are shown in Figure 4 for the NACA 0012
with deployed spoiler at 45◦, and NACA 4415 at zero incidence.
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Table 3 – Validation of NACA CFD against literature

CD CL

Angle Present Literature Present Literature
0 0.008 0.009 0 0

NACA 0012 5 0.009 0.009 0.56 0.50
Ref. [21, 22] 10 0.013 0.012 1.10 1.10

15 0.026 0.023 1.49 1.5
0 0.009 0.008 0.48 0.45

NACA 4415 5 0.012 0.008 1.01 0.90
Ref. [21] 10 0.017 0.016 1.46 1.45

15 0.032 0.024 1.76 1.65
NACA 0012 Splr 60 0.065 0.060 −0.85 −0.80
Ref. [19] 90 0.080 0.100 −0.95 −1.00

(a) NACA 0012 Spoiler 45◦ (b) NACA 4415

Figure 4 – Pressure contours over 2D aerofoils

3. Results
To test the effectiveness of the proposed NLSQ wall correction technique, optimal arrangements of
inviscid singularities were generated to fit the bounded CFD data for each of the cases. The potential
theory free-air domain is then calculated by removing the image walls and the results were used to
correct the velocity fields, lift and drag obtained from the bounded velocity field. These corrected
results could then be compared directly to the unbounded CFD.

3.1 2D cylinder
Figure 5 demonstrates the ability of the NLSQ algorithm to reproduce the far-field velocities around
an arbitrary object and its viscous wake. Here, the locations and strengths of the singularities have
been optimised to reproduce the flow around a 2D cylinder at Re = 106 and H/D = 10. The NLSQ
algorithm has recovered the velocity profiles very well, particularly at the velocity peak. Furthermore,
the ∆u/U∞ required to give a ∆M > 0.001 is approximately 0.004. The NLSQ velocity profile is within
these bounds of the CFD profile everywhere, indicating that the method is performing well within
typical wind tunnel tolerances.
The NLSQ technique has been directly compared to the 2V approach by evaluating the corrections
returned by each method on upper and lower surfaces in 2D, each surface having 50 wall points. The
2V method is theoretically exact in the limit of an infinite number of points, and has been upsampled
by a factor of 3 in the cases shown.
Figure 6 compares the resultant corrected velocities obtained using the present NLSQ technique
and the classical 2V method. It is evident that there is little difference between the streamwise
component of the free-air velocity using each approach, indicating near identical performance using
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Figure 5 – Velocity magnitudes at top boundary CFD grid points for the case of a 2D cylinder with
Re = 106, H/D = 10

each approach. Importantly, this comparison was made at 50% of the distance to the wall (rather than
on the wall itself), as the 2V method is undefined at the walls.

Figure 6 – Comparison of wall velocities around a 2D cylinder corrected using 2V and NLSQ
methods at 75% tunnel height, with Re = 106 and H/D = 10

The differences between the corrected values of CD and the equivalent unbounded values were com-
pared are summarised in Table 4 for a range of Re and H/D. The measure of success is to achieve
a value of zero, indicating that the technique has perfectly corrected to the free-air value. The Uncor-
rected column shows the difference between the bounded and free-air CFD as a benchmark. The
current NLSQ correction moderately outperforms the 2V method in all cases aside from H/D = 5. It
should be noted that this ratio represents a blockage of 20%, where typical practice considers models
of 5− 10% blockage [23]. As the 2V method is implemented on a finite domain, it is able to better
capture the blockage interference information as the magnitude of the interference increases [24].
However, the present method is superior as it can readily find an optimal arrangement of singularities
to represent the wall bounded flow.
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Table 4 – Difference between unbounded and bounded CFD results and between corrected and
unbounded CFD results, 2D cylinder

∆CD ×104

Case H/D Uncorrected NLSQ 2V
5 666 173 161

Re = 105 10 165 30 32
20 47 6.5 7.0
5 1497 447 438

Re = 106 10 327 50 59
20 95 3.0 13

3.2 2D Lifting bodies
In order to demonstrate the effectiveness of the NLSQ correction technique on the asymmetric flow
fields (with significant up/downwash) of more relevance to generalised aerodynamic testing, flow
around three aerofoils have been considered: a NACA 0012 aerofoil, a NACA 0012 aerofoil with
deployed spoiler, and a NACA 4415 aerofoil with no spoiler. The NACA 0012 and NACA 4415 aero-
foils have been evaluated at α = 0,5,10,15 degrees, with the NACA 0012 with spoiler evaluated
at deployed angles of 45◦, 60◦ and 90◦. Throughout this section, H/D will be used to refer to the
height/chord ratio as opposed to the diameter in previous sections.
Table 5 shows the difference in coefficient counts between the corrected data and the CFD free-air
value for the NACA 0012 with deployed spoiler. As with the previous table, the objective is for the
corrected values to obtain a value of zero. It should be noted that the drag coefficient is evaluated at
a count of 104, whereas the lift coefficient is evaluated at a count of 103, as with typical wind tunnel
test procedures. Furthermore, the table lists −∆CL as the spoiler generates negative lift. It is evident
that across all spoiler configurations and blockage ratios, the present method has achieved a superior
drag correction, where the 2V method has significantly over-corrected in some cases, resulting in an
under-prediction of the true drag coefficient given by the negative values. The differences in CL are
marginal between the two methods, and are within one lift count, well within tolerances of repeatability
of wind tunnel testing.

Table 5 – Difference between unbounded drag and lift counts from CFD and results from different
corrections, for the case of a 2D NACA 0012 aerofoil with deployed spoiler

∆CD ×104 −∆CL ×103

Spoiler angle H/D Uncorrected NLSQ 2V Uncorrected NLSQ 2V
45◦ 5 6.2 1.1 −1.1 15.7 8.0 7.5

10 2.0 0.5 −5.8 4.9 2.4 1.8
60◦ 5 9.7 2.7 −2.7 21 9.0 8.6

10 3.3 1.4 −8.3 6.7 2.8 2.1
90◦ 5 15 2.1 8.0 26 13 12

10 5.1 0.6 9.4 8.6 3.9 3.1

Figure 7 shows the lift-drag polars at H/D = 5 for the NACA 0012 with no spoiler and Figure 8 shows
the corresponding polars for the NACA 4415 at H/D = 5. The figures show the free-air (unbounded)
CFD data in the dashed line along with the NLSQ and 2V corrected values in the solid lines. It is clear
that the disparity between the free-air value and the respective corrected datasets increases with CL

(and therefore incidence). As the aerofoil incidence increases, the upwash and blockage interference
increases, resulting in greater errors when applying each correction. However, it is clear that the
corrected values of CD using the NLSQ approach closely align with the free-air values whereas the
2V method has over-corrected the drag across all data points and cases.
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Figure 7 – Lift-Drag polars for the NACA 0012 at H/D = 5
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Figure 8 – Lift-Drag polars for the NACA 4415 at H/D = 5

While the 2V method was able to marginally better correct the lift, the differences were small. How-
ever, the NLSQ better captured the upwash interference due to its improved representation of the
upwash velocity (see figure 9), and is significantly better at higher incidence. In two dimensions,
the blockage and lift interference can be viewed as a scaling (blockage), and a rotation (upwash)
of the velocity field. For high Lift/Drag bodies such as an aerofoil, small perturbations in the up-
wash interference can have significant effects on the drag due to the influence of the lift component.
This illustrates that the increased accuracy afforded by the present method offers the potential for
significant improvements over the 2V method for bodies such as those considered.
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Figure 9 – Comparison of wall velocities around a 2D NACA 0012 aerofoil at α = 10◦, Re = 106 and
H/D = 10, corrected using 2V and NLSQ methods.

4. Concluding remarks
The nonlinear least-squares optimised correction technique has demonstrated that it is capable of
producing wall-effect corrections for 2D symmetric and lifting bodies including spoilers, with minimal
computing requirements. Results demonstrate that the method is able to apply blockage corrections
to bluff bodies in line with the existing two-variable method, and achieves superior drag corrections
through an improved representation of upwash interference for lifting bodies. The additional singu-
larities and degrees-of-freedom come at the expense of a requirement for a greater number of simul-
taneous experimental measurements (typically wall pressures) in order to obtain a unique solution.
This, however, is no longer a limiting constraint as the cost of sensors has decreased significantly.
Furthermore, the generality of the technique and the freedom to distribute potential flow singulari-
ties off the centreline may enable better simulation of highly-asymmetric geometries (such as model
support struts) or asymmetric wall effects (as would be the case for yawed 3D models).
This work has been undertaken as part of a PhD investigating improvements to wind tunnel wall in-
terference corrections. Future work will include the extension to three-dimensions and the application
of the present correction method to experimental data for 2D and 3D bodies.
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