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Abstract

The high operational cost of aircraft, limited availability of air space, and strict safety regulations make training
of fighter pilots increasingly challenging. By integrating Live, Virtual, and Constructive simulation resources,
efficiency and effectiveness can be improved. In particular, if constructive simulations, which provide synthetic
agents operating synthetic vehicles, were used to a higher degree, complex training scenarios could be realized
at low cost, the need for support personnel could be reduced, and training availability could be improved. In this
work, inspired by the recent improvements of techniques for artificial intelligence, we take a user perspective
and investigate how intelligent, learning agents could help build future training systems. Through a domain
analysis, a user study, and practical experiments, we identify important agent capabilities and characteristics,
and then discuss design approaches and solution concepts for training systems to utilize learning agents for
improved training value.

Keywords: Air Combat Training; Flight Simulation; LVC Simulation; Machine Learning; Reinforcement Learn-
ing

1. Introduction

Providing efficient and effective training solutions for fighter pilots is becoming increasingly challeng-
ing. Due to the high operational cost of aircraft, limited availability of air space, and strict safety
regulations, it is difficult to realize training scenarios with the desired contents and density in a live
setting. Instead, virtual and constructive simulation resources must be used to a higher degree. Live,
Virtual and Constructive (LVC) simulation aims to integrate real aircraft, ground-based systems and
soldiers (Live), manned simulators (Virtual) and computer-controlled entities (Constructive) [1]. By
using constructive simulation to augment the live and virtual aircraft operated by trainees, it is pos-
sible to improve training effectiveness by simulating scenarios with a large number of participating
entities [2]. However, training value will depend on the quality of the agents used to control the con-
structive entities. Ideally, these agents should be able to act as synthetic instructors, and adapt their
behavior to the training needs of the human trainees. This would allow us to minimize the number
of human support personnel required for conducting training, which would lead to lower costs and
improved training availability.

As illustrated in Figure |1, we can divide the users of training systems into two major categories:
training audience and training providers. The training audience consists of those in training, e.g.,
pilots learning how to operate a new aircraft subsystem, while the training providers consist of those
delivering the training, e.g., instructors, operators, and role-players. Instructors are responsible for
the pedagogical contents of a training session, while role-players and scenario operators help deliver
the training by participating as actors or controlling parts of the simulated scenario respectively. If
synthetic agents were to become smarter, they could replace or augment human role-players, and
reduce the amount of human input required for the training scenario to progress in the desired way.
To further raise the level of autonomy of the system, agents could also assist instructors in evalu-
ating the performance of the trainees, and in adapting the contents and characteristics of training



Design of Simulation-Based Pilot Training Systems using Machine Learning Agents

Simulator Users

¥
l Training Providers
¥ ¥ ]
Training Audience Instructor Role-Players Operator

R R

Figure 1 — Users of simulation-based pilot training systems (from [4]).

scenarios. However, creating behavior models for the agents is challenging, especially for end-users
of training systems (e.g., instructors), who may not have the required expertise and experience [3].
In the past, this has constrained the use of agents in training. Now, with the recent advances in arti-
ficial intelligence (Al), there is hope that data driven methods will simplify the process of constructing
intelligent agents, which could replace human support personnel in simulation-based training.

For learning sequential decision-making, reinforcement learning [5] has become the state of the art
method. Guided by a human-designed reward signal, such agents can learn a policy purely by in-
teracting with their environment. By leveraging deep learning [6], it has become possible to beat
human champions in classic board games as well as multi-player computer games [7,18,19,/10]. The
results have sparked interest in investigating applications of reinforcement learning in many domains,
including air combat simulation. However, the focus has, to a large extent, been on maneuver opti-
mization, rather than potential improvement of training value. To successfully design agents suitable
for training, a good understanding of the domain and its actors is essential.

In this work, we proceed to study learning agents from a user perspective, with support from experi-
enced fighter pilots. The goal is to learn more about how intelligent agents could be used to automate
some of the tasks performed by human training providers. Our contributions and the structure of the
paper can be summarized as follows.

« First, we perform an analysis of the domain of simulation-based training, using tools from Cog-
nitive Work Analysis (CWA) [11] and the Joint Control Framework (JCF) [12]. The analysis is
conducted from the perspectives of instructors and trainee pilots respectively. The purpose of
the analysis is to identify constraints imposed on training providers when using different types
of simulation resources, and to model the patterns of decision-making a synthetic agent must
be capable of if it is to replace human role-players in air combat scenarios.

» Second, we conduct a user study, consisting of repeated interviews and a written survey, with
the purpose of finding out what experienced pilots consider important agent capabilities and
characteristics in different types of simulation-based training scenarios, and what challenges
pilots are facing in their current training environment.

 Third, we conduct a study of human-agent interaction in an air combat scenario, where agents
trained with a state of the art reinforcement learning algorithm cooperate with humans to solve
an air policing task. The purpose of the experiment is to study how aspects of the agent design
affects the agent’s performance.

 Finally, we discuss design approaches and solution concepts within the context of a system
architecture for a simulation-based training system that incorporates learning agents. The pur-
pose is to provide a breakdown of the problem into smaller sub-problems, and provide framing
for future research efforts.

The work forms a basis for future research on learning agents in simulation-based training.
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2. Domain Analysis of Simulation-Based Training

In this section we conduct an analysis of the domain of simulation-based pilot training. The aim is to
identify and illustrate how different types of simulation resources and tools affect the constraints im-
posed on actors that provide training, and what decision-making capabilities a learning agent would
need to have to effectively participate in training scenarios, acting in a similar way as human role-
players. In support of our study, we use two modeling tools: The Abstraction Hierarchy, and the Joint
Control Framework Score (JCF-S) notation.

The abstraction hierarchy is a modeling tool used in Cognitive Work Analysis (CWA) [11]. CWA is a
framework of methods and tools for analysis of the constraints imposed on actors, to support design
of complex sociotechnical system. The abstraction hierarchy is used for work domain analysis, to
identify constraints placed on actors by the system’s purposes, values and priorities, functions, and
physical resources [11].

The JCF-S notation was proposed as part of the Joint Control Framework (JCF) [12]. JCF-S is
intended to support modeling of temporal aspects of human-machine interaction, at different levels of
autonomy in cognitive control (LACC). The levels are summarized below.

1. The Physical level, which shows constraints related to physical actions.
The Implementation level, which shows constraints related to implementation properties.

The Generic level, which provides generic plans for common situations.

2.
3.
4. The Value level, which handles trade-offs among the system’s objectives.
5. The Effect level, which deals with the system’s purpose and goals.

6.

The Framing level, which identifies the situation and context for control.

Levels 1 and 2 determine HOW control is realized, levels 3 and 4 deal with WHAT is done, and
levels 5 and 6 are related to WHY the system exists. To model the joint control of man and machine,
perception points (PP), decision points (DP), and action points (AP) are placed on six timelines, each
of them representing one of the LACC levels. As a result, a pattern of the control loop of the joint
system emerges. When agents are used in training scenarios, they should display a similar decision-
making pattern as human pilots.

2.1 Abstraction Hierarchy

Figure [2] shows an abstraction hierarchy for simulation-based pilot training, which models the domain
from the point of view of the organizations and instructors that provide training. The hierarchy identi-
fies functions and objects that can be used to achieve the purpose of the system, as well as measures
to evaluate its performance. The connections in the diagram illustrate the dependencies among the
levels of the hierarchy. The functional purpose of the air combat training system is to ensure air force
readiness by providing user-adapted training to fighter pilots, whilst considering constraints regarding
physical resources, competencies, and time. Definitions of concepts used at the lower levels of the
hierarchy are given below.

Value and Priority Measures

We have identified three important measures of system performance: Training Effectiveness, Training
Efficiency, and Training Availability. Training Effectiveness measures the system’s ability to deliver
the type of training that allows trainees to develop towards the training goals. Training Efficiency
measures the system’s ability to deliver training while minimizing resource consumption. Training
Availability measures the system’s ability to deliver training when needed. We believe that learning
agents could help improve performance in each of these measures, by affecting the contents of train-
ing scenarios as well as the way they are delivered.
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Figure 2 — Abstraction hierarchy diagram for a simulation-based pilot training system.

Purpose-Related Functions

We have identi ed four purpose-related functions: Trainee Evaluation, Training Evaluation, Train-
ing Adaptation, and Training Delivery. Trainee Evaluation is concerned with evaluation of individual
trainees, and identifying the pro ciency gaps that must be lled to achieve training goals. Training
Evaluation is concerned with evaluation of the complete training process, for the set of trainees in
training. Training Adaptation is concerned with adapting training to individuals and groups to improve
their progress towards training goals. Training Delivery is concerned with organizing and delivering
training contents to trainees in the system of interest.

Object-Related Processes

We have identi ed ve object-related processes that can help realize the higher-level purpose-related

functions: Mission Analysis, Scenario Adaptation, Behavior Adaptation, Behavior Control, and Sce-
nario Control. Mission Analysis is used to study how trainees perform in simulated missions over
time. Scenario Adaptation is used to adapt training scenarios so that they suit trainees' current
training needs. Behavior Adaptation is used to adapt the behavior of synthetic agents to t current
training needs and training scenarios. Behavior Control is used to control the behavior of scenario
actors while running training scenarios, e.g., through partially manual control of synthetic agents in
case they are not able to operate fully autonomously, or through instructions given to human role-
players. The control can be through a representative interface, or though more abstract, generic
interfaces. Scenario Control is used to control scenario properties other than agent behavior, e.g.,
activating additional entities in the simulation.

Objects

We have organized the objects that support object-related processes into three groups: Analysis Ob-
jects, Scenario Objects, and Station Objects. Analysis Objects enable logging of data from training
sessions, as well as trainee performance analysis and tracking. Scenario Objects enable scenario
construction, model construction (e.g., aircraft and weapon models) and modeling of agent behav-
ior, and provides the actors that populate training scenarios to stimulate the trainees, i.e., synthetic
agents or human-role-players. The Station Objects provide the interfaces for users, i.e., trainee pi-
lots, role-players, operators and instructors. Pilots and role-players can participate through Virtual
simulators of varying delity, or through Live aircraft.

4
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2.2 Constraints when using Different Types of Simulation Resources

Figure 3 shows the relative importance of a set of constraints, for three different types of training
simulations, Live, Virtual, and Constructive.

Figure 3 — Constraints affecting training for different types of simulation resources.

Live training simulation provides the highest possible delity in terms interaction with the aircraft and
its subsystems. However, in the Live setting, training is highly affected by aspects of the physical
world. For instance, the availability of vehicles and other types of systems may not be suf cient to
realize complex scenarios. In particular, a military organization may not have access to systems that
have the same performance and characteristics as those that are used by the enemy. Furthermore,
operation of physical vehicles, e.qg., aircraft, is highly expensive, which limits the amount of training
that can be delivered in this setting.

Training in the Live setting is also constrained by the limited availability of air space, as well as safety
regulations, which makes it dif cult to realize scenarios with many entities, who are operating over a
large geographical area. A large number of support personnel may also be required to plan and con-
duct such exercises. In addition, when acting in the open, there is a risk that systems' performance
and tactics are revealed to opponents.

By using ground-based, Virtual simulators, the constraints imposed by the physical environment are
lifted, and training delivery becomes easier. Still, there is a considerable cost related to populating
complex scenarios with a large number of high- delity simulators. Constraints regarding model delity

increase in this setting, in particular for within Visual Range (WVR) combat, where the effects of, e.g.,
g-forces is an important factor for pilot performance. To populate scenarios with only Virtual partic-
ipants, some humans must act on the opponent's side. If they use high- delity pilot stations to play
this role in the scenario, they can learn to understand the opponent's systems and tactics. However, if
the simulators used for this type of role-play do not have suf cient delity, the training value will be low.

Constructive simulation makes it possible to realize large scenarios, populated by synthetic entities,
which can replace human role-players. This reduces the need for physical resources, so that only
the computation hardware for running the simulation software is required. Instead, the constraints
are shifted to the delity of the simulation models, and the available of ine support for building the

5
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Figure 4 — Hostile entities approaching a Combat Air Patrol (CAP).

models, as well the simulation scenarios. In particular, it becomes challenging to construct behavior
models for the synthetic entities, and adapting models to the training needs of individual trainees.
Since the expertise required for such tasks may not be available locally, at each training facility, the
turn-around time for updating training contents may be long. Instead, it may be necessary to have
scenario operators manually control the ow of the tactical scenario to some extent.

Learning agents have the potential to reduce the constraints of constructive simulation, by simplifying
the construction of high-quality behavior models. Data-driven methods can also provide objective
evaluations of trainees, on a machine-readable format, which can support automated adaptation of
simulation contents, so that training scenarios are always in pace with training needs.

2.3 Human-Machine Interaction for Decision-Making in Air Combat Scenarios

In this section, we study aspects of human-machine interaction in air combat scenarios. The aim is
to illustrate to what extent perception, decisions, and actions are supported by the automation of the
aircraft, and what parts of the control loop must be handled by the pilot alone. This information gives
insight regarding requirements that must be ful lled by synthetic agents that are to replace human
pilots in training scenarios, and how to design the interface between the agent and the aircraft model,
including its tactical systems. For synthetic agents, decisions made by human pilots must be suf-
ciently supported by Al, while the information available to support human decision-making should
also be incorporated in decision-making algorithms to maximize performance.

To illustrate how the capabilities of the pilot's tactical control loop (Observe-Orient-Decide-Act) are
mapped to different levels of cognitive control, we study the engagement of two pilots in offensive
and defensive counterair operations, i.e., the quest for a favourable air situation, air superiority, or
air supremacy. For this study, we use the scenario illustrated in Figure 4 to set the context. In this
scenario, two aircraft are ying a Combat Air Patrol (CAP) directed towards the south, to protect their
assigned Fighter Area Of Responsibility (FAOR), which is illustrated by the blue circle in the gure.
The FAOR contains three high-value assets, which are illustrated in yellow in the gure. Approaching
from the west are two hostile aircraft, which intend to perform an opportunistic attack on the high-
value assets, and must therefore rst deal with the defending aircraft of the CAP. We assume that
the blue ghters are trainees, while the red ghters are human role-players, who try to support the

training of the trainees.

The engagement is modeled using the score notation, and the result is illustrated in Figure 5. To
simplify the notation we only present the engagement of two of the aircraft in the scenario.

6
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Figure 5 — Score for blue and red forces in a counterair operations scenario.

The timeline of the scenario is divided into four sections (A-D), where signi cant events occur. The
behavior of the defending agent is presented in the top score (labeled BLUE), and the behavior of the
attacking agent is presented in the bottom score (labeled RED). At the top of the gure, the geometry
between the two aircraft in different sections of the scenario is illustrated.

In section A of the scenario, a hostile RED aircraft is approaching the FAOR of the opposing BLUE
aircraft. The approach is carried out according to a pre-planned procedure (AP on level 3 Gen). The
pilot of the BLUE aircraft is informed by the decision support system that it is in the radar eld-of-view
of the RED aircraft, and updates himself regarding the scenario geometry using the head-down dis-
plays (HDDs) (PP on levels 4 Val and 1 Phy respectively). He then makes a decision regarding the
current threat level (DP on level 6 Fra).

In section B of the scenario, the pilot of the BLUE aircraft once again refers to the HDDs, to assess
how to best deal with the threat (PP on level 1 Phy). The decision is then made that the most valuable
course of action is to engage the target (DP on level 4 Val). After the decision has been communi-
cated to the tactical air unit (AP on level 1 Phy), the pilot proceeds with target engagement according
to doctrine (AP on level 3 Gen).

In section C of the scenario, the pilot of the RED aircraft is informed by the decision support system
that it is in the radar eld-of-view of the BLUE aircraft, which it is tracking (PP on level 4 Val). The
pilot considers desirable effects related to tactical mission goals as well as trainees' training goals
(DP on level 5 Eff), and decides to proceed into the BLUE aircraft's FAOR, with the hope of attacking
a high-value asset (DP on level 4 Val). In the meantime, the pilot of the BLUE aircraft observes that
the RED aircraft is now within range (PP on level 4 Val), and decides to re a missile (DP on level 4
Val followed by AP on level 1 Phy).

In section D, after ring the missile, the pilot of the BLUE aircraft guides it towards the target ac-
cording to doctrine, until handover (AP on level 3 Gen). The pilot of the RED aircraft is informed by
the decision support system that there is an incoming missile (PP on level 4 Val), and performs an
evasive maneuver to avoid the threat (DP followed by AP on level 3 Gen).

7
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We can see that the pilot is supported by re ned, abstract information, provided by the decision sup-
port system, to form his situational awareness. We can also see that several actions are pre-de ned
to handle a certain situation, and have a temporal extension, e.g., target approach procedures, mis-
sile guidance procedures, and evasive maneuvers. Finally, decisions on how to handle the situations
that occur are often taken at the higher levels of cognitive control, were full automation may not cur-
rently be available. Therefore, the pilot still plays a vital part in the outcome of missions. He must
have the capability to comprehend the situation, to identify and rank potential threats and targets.
Then, when acting upon his situational awareness, the pilot must carefully choose how to use the
tactical systems of the aircraft. These aspects need to be considered by learning algorithms

3. Learning Sequential Decision-Making for Air Combat Scenarios

In recent years, reinforcement learning has come to be the state of the art method for learning se-
guential decision-making. By leveraging deep learning [6], it has become possible to beat human
champions in classic board games [7, 8], solve challenging robotics tasks [13, 14, 15], and learn how
to play single and multi-player video games directly from pixel input [16, 9, 10]. The results have
sparked interest in investigating applications of reinforcement learning in many domains, including air
combat simulation.

Reinforcement learning allows an agent to learn a function for decision-making (policy p) by interact-
ing with its environment in a form of trial-and-error learning [5]. A reinforcement learning problem is
typically modeled as a Markov Decision Process (MDP), or derivations thereof. A Markov Decision
Process is de ned by the tuple (SA;T;R;g), specifying:

» S The set of states of the process

» A: The set of actions of the process

» T: The transition dynamics of the process

R: The reward function of the process

» g. The discount factor indicating the importance of immediate and future rewards respectively

The agent interacts with its environment by selecting actions according to its policy (& = p(s)), and
observes the resulting environment state (s+1) and the received reward (ri+1). When the agent ex-
ecutes an action that results in high reward, that action is reinforced, so that it will be taken more
often in the future. During learning, the agent must balance between exploration and exploitation,
which is one of the greatest challenges of reinforcement learning. Exploration means that the agent
selects exploratory actions to learn more about the environment, while exploitation means that the
agent uses the knowledge gained so far to gather reward. The process is illustrated in Figure 6.

Figure 6 — Markov Decision Process.
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