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Abstract  

For efficient aerodynamic design optimizations, 
an adjoint code is developed from an unstruc-
tured Navier-Stokes solver. The Navier-Stokes 
solver is based on a cell-vertex finite volume 
method and utilizes hybrid grid to accurately 
resolve wall boundary layers for high Reynolds 
number viscous flows. The adjoint code is de-
veloped by a discrete approach so that the Na-
vier-Stokes flow solver and the adjoint code are 
exactly consistent with each other. An aerody-
namic design tool is developed utilizing the flow 
solver, adjoint code and gradient-based opti-
mizer and applied to a design example of High-
Lift Device. Successful design results confirm 
validity and efficiency of the present design 
method. 

1 Introduction  
With the advances in computational fluid dy-
namics (CFD) and computing power of modern 
computers, aerodynamic design optimization 
methods utilizing CFD codes are more impor-
tant than ever. Among several design optimiza-
tion methods applicable to aerodynamic design 
problems, the gradient-based method has been 
used most widely due to its well-developed nu-
merical algorithms and relatively small compu-
tational burden.  

In the application of gradient-based meth-
ods to practical aerodynamic design problems, 
one of major concerns is accurate and efficient 
calculation of sensitivity gradient of aerody-
namic objective functions. During the last dec-
ade, the adjoint method has grown much atten-
tion as an efficient sensitivity analysis method 

for aerodynamic optimization because it allows 
one to calculate sensitivity information inde-
pendently with the number of design vari-
ables.[1-9] 

For complex aerodynamic configurations, 
the unstructured grid approach has several ad-
vantages over the structured grid approach. This 
approach can treat complex geometry with 
greater efficiency and less effort. It also has a 
greater flexibility in the adaptive grid refine-
ment/unrefinement; thus the total number of 
grid points can be saved.  

In this study, a discrete adjoint sensitivity 
code has been developed from a 3-D unstruc-
tured Navier-Stokes solver based on a cell-
vertex finite volume method. With the resulting 
adjoint code, aerodynamic design examples are 
conducted to validate the performance of the 
developed design tool utilizing the adjoint code. 

2 Flow and Adjoint Analysis 

2.1 Flow Analysis  

The Navier-Stokes equations for compressible 
viscous flows are written in an integral form as 
follows; 
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where Tewvu ]~,,,,,[ νρρρρρ=Q  is the vector of 
conservative variables; ρ  the density; u, v, w 
the velocity components in the x, y ,z directions; 
e the total energy and ν~  the variable for turbu-
lence model equation. The vector F(Q) and 

AERODYNAMIC DESIGN OPTIMIZATION USING  
UNSTRUCTURED NAVIER-STOKES ADJOINT METHOD

 
Hyoung-Jin Kim*, Kazuhiro Nakahashi** 

Tohoku University, Sendai 980-8579 JAPAN  
 

Keywords: aerodynamic design, adjoint method, high lift device 



HYOUNG-JIN KIM, KAZUHIRO NAKAHASHI 

2 

G(Q) represent the inviscid and viscous flux 
vector and n is the outward normal of Ω∂  
which is the boundary of the control volume Ω. 
Eq.(1) is closed by the perfect gas equation of 
state with a constant ratio of specific heats, and 
the laminar viscosity coefficient is obtained by 
the Sutherland’s law. The turbulence viscosity is 
calculated using the Spallart-Almaras one-
equation turbulence model.[10]  

The equations are solved by a finite volume 
cell-vertex scheme. The control volume is a 
non-overlapping dual cell. For a control volume, 
Eq.(1) can be written as follows; 
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, where ∆Sij is a segment area of the control 
volume boundary associated with edge connect-
ing nodes i and j. This segment area ∆Sij as well 
as its unit normal nij can be computed by sum-
ming up the contribution from each tetrahedron 
sharing the edge. The subscript of summation, 
j(i), means all node points connected to node i. 

The numerical flux f(Q)ij is computed using 
an approximate Riemann solver of Harten-Lax-
van Leer-Einfeldt-Wada(HLLEW)[11]. The 
second order spatial accuracy is realized by a 
linear reconstruction of the primitive gas dy-
namic variables T]~,,,,,[ νρ pwvu=q  inside the 
control volume using the following equation; 

)()( iiii rrqqrq −⋅∇+= ψ  ( 10 ≤≤ψ ) (3) 

, where r is a location vector, and i is the node 
index. The gradients associated with the control 
volume centroids are obtained by a least-squares 
method for the surrounding edges.[12]  Venka-
takrishnan’s limiter [13] is used for the function 
ψ in Eq.(3) because of its superior convergence 
properties. 
 In order to integrate Eq. (2) in time, the 
Lower-Upper Symmetric Gauss-Seidel(LU-
SGS) implicit method [14] is adopted. With 
∆Q=Qn+1 - Qn and a linearization of numerical 

flux term as jjii
n
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n
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where QfA ∂∂= , Eq.(2) becomes the following 
equations.  

i
ij

jjiji
ij

iij
i SS
t

V RQAQAI =∆∆+∆⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∆+

∆ ∑∑ −+

)()(

 (4)

, where R is a residual vector;  
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The LU-SGS method on unstructured grid 
can be derived by splitting node points j(i) into 
two groups, j∈L(i) and j∈U(i), for the second 
summation in LHS of Eq.(4). The final form of 
the LU-SGS method for the unstructured grid 
becomes,  
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The term D is a diagonal matrix derived by 
Jameson-Turkel approximation of Jacobian[15] 
as ( )IAA Aρ±=± 5.0 , where Aρ is a spectral 
radius aU +  of Jacobean A added with the sub-
stitute of viscous flux Jacobian Qg ∂∂  as fol-
lows; 
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++=
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, where h is a distance between the nodes i and j, 
and χ is chosen to be 1.01. 
The lower/upper splitting of Eq.(6) for the un-
structured grid is realized by using a grid reor-
dering technique [16] to vectorize the LU-SGS 
method and to improve the convergence. More 
details of the flow solver can be found in 
Ref.[17]   

2.2 Adjoint Method 
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A discrete aerodynamic sensitivity analysis be-
gins with the fact that the discrete residual vec-
tor of nonlinear flow equations is null for a con-
verged flow field solution of steady problems, 
which can be written symbolically as  

( ) 0XQR =βββ ),(),( , (8) 
where Q is the flow variable vector, X the grid 
position vector and β a design variable. Equa-
tion (8) can be differentiated via the chain rule 
with respect to β to yield the following equation 
of sensitivity, which is also set to zero because 
the flow solver residual should be converged for 
the perturbation of β.  
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The design objective function F is usually 
aerodynamic coefficients such as CD, CL, CM, or 
differences between computed and target sur-
face pressures. F is also a function of Q, X, and 
β:  

( )βββ ),(),( XQFF =  (10)

The sensitivity gradient of cost function F with 
respect to β can also be obtained by chain rule 
as follows: 
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Since the total derivative of the residual vector 
in the steady state is null as shown in Eq.( 9), 
we can introduce adjoint variable vector Λ and 
combine Eqs.(11) and (9) to obtain 
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Setting the sum of coefficients of the flow 
variable sensitivity vector dQ/dβ as zero in 
Eq.(12) gives the following adjoint equation.  
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If one finds an adjoint variable vector Λ 
which satisfies the above adjoint equation, one 
can obtain the sensitivity gradient of F without 
any information of dQ/dβ. This makes the 
computational cost for the sensitivity analysis 
independent of the number of design variables. 
Eq.(21) eventually becomes the following form,  
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dX/dβ is the grid sensitivity, which can be 
calculated by a finite-difference approximation 
or the direct differentiation of a routine for the 
grid generation or modification. The term 

βd
dX

X
R

∂
∂  in Eq.(14) is calculated without any ma-

trix-vector product. Instead, this can be done by 
directly differentiating those terms in the 
residual vector R that are explicit functions of 
the grid vector X with respect to β. 
The adjoint equation of Eq.(13) is converted to 
the following system of algebraic equations 
with a pseudo time term added and is solved 
with the LU-SGS scheme.  
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where R_adji is the adjoint residual defined as  

i

T

i
i

FadjR
Q

Λ
Q
R

∂
∂

+
∂
∂

=_  (16)

Flux Jacobian matrix A- in the second summa-
tion is calculated at node i instead of node j and 
the segment area ∆Sij is changed by ∆Sji in the 
second summation of Eq.(15). This is due to the 
fact that the flux Jacobian is transposed in the 
adjoint equation. However, the information on 
grid reordering used in the LU-SGS routine of 
the flow solver for the convergence improve-
ment and vectorization is still valid here for the 
adjoint equations. 

As mentioned earlier, the flux Jacobian 
[ ]TQR ∂∂ / in the RHS of Eq.(16) is a very large 
banded matrix. In the discrete adjoint method all 
the elements of Jacobian matrix should be 
calculated explicitly. If all of the calculated 
elements are stored in memory and utilized in 
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the remaining iteration steps, computational 
time would be drastically reduced, but the 
memory requirement would become 
prohibitively large for three dimensional 
problems. On the other hand, if the elements are 
not stored but recalculated every iteration 
repetitively, the memory requirement can be 
remarkably reduced with increased 
computational costs. This demands a 
compromise which should be made considering 
avaliable computer resources. In this study, 
among the elements of [ ]TQR ∂∂ / , stored in 
memory are those calculated by the differentia-
tion of ii q∇ψ , the reconstruction and limiter 
terms (see Eq.(3)). Other parts obtained by the 
differentiation of inviscid and viscous fluxes are 
recalculated at every iteration of the adjoint 
analysis instead of being stored in memory.  

Figure 1 compares a two-dimensional 
example of flux accumulation for the flow 
solver and the adjoint method. In the flow solver, 
primitive flow variables are reconstructed at the 
control volume surface using surrounding node 
point values. Then the flux f through the control 
volume surface is calculated and acculuated at 
both nodes 1 and 2. This is repeated for all 
edges to obtain flux residual for the control 
volume. On the other hand, in the adjoint 
method, the adjoint flux Λ

∂
∂ T

i

Q
R  is accumulated 

at all the node points that have effects on the 
reconstructed flow variables at the control 
volume surface. For example, if we set the flux 
for the edge connecting node 1 and node 2 as 
R12, accumulation of the adjoint residual R_adj 
is made at nodes related with node 1 as follows. 
 
R_adjj = R_adjj + 

1
12 Λ

∂
∂ T

jQ
R ,   j=1, 2, 3, ..,7                 

For nodes surrounding node 2,   

R_adjj  = R_adjj  - 2
12 Λ

∂
∂ T

jQ
R ,  j=1, 2, 3, 7, 8, 9, 10. 

This causes small loops for the neighboring 
nodes to be inserted into the big loop for all 
edges. The length of the small loop is usually 
from 5 to 30 around a node point for a three 
dimensional grid depending on the grid 

topology. If the adjoint code is run on a vector 
machine, the small loop of neighbor nodes 
should be enrolled and another edge coloring is 
required for the vectorization with the big loop 
of edges. 

 
Fig.1 A simple example of flux accumulation for the 

adjoint method 
 

In order to simplify the differentiation 
process of [ ]TQR ∂∂ / , the residual vector R is 
differentiated by primitive variables 

T]~,,,,,[ νρ pwvu=q  rather than by the 
conservative variables Q. Then, the flux 
Jacobian via the conservative variable can be 
obtained introducing the transformation matrix 
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The transformation matrices in a transposed 
form are given as 
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In this study, the required differentiation process 
is conducted by human hand.  
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2.2 Boundary Conditions for Discrete Ad-
joint Method  

Boundary conditions for the direct method 
can be simply imposed by differentiating the 
boundary conditions for the flow equations. 
This section is thus mainly devoted to the 
boundary conditions for the discrete adjoint 
method. The adjoint equation (14) can be writ-
ten in a more detail form containing boundary 
conditions as follows. 

0

Q

Q

Λ

Λ

Q
R

Q
R

Q
R

Q
R

=

⎪
⎪

⎭

⎪
⎪

⎬

⎫

⎪
⎪

⎩

⎪
⎪

⎨

⎧

∂
∂

∂
∂

+
⎪⎭

⎪
⎬

⎫

⎪⎩

⎪
⎨

⎧

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

∂
∂

∂
∂

∂
∂

∂
∂

b

i

b

i

T

b

bT

b

i

T

i

bT

i

i

F

F

 (18)

or 

0
Q

Λ
Q
RΛ

Q
R

=
∂
∂

+
∂
∂

+
∂
∂

i
b

T

i

b
i

T

i

i F  (19a)

0
Q

Λ
Q
RΛ

Q
R

=
∂
∂

+
∂
∂

+
∂
∂

b
b

T

b

b
i

T

b

i F  (19b)

where the superscript i presents values of inner 
node, and b values of boundary nodes. For ex-
ample, Ri is the residual at nodes in computa-
tional domain, and Rb is the residual of the 
boundary conditions at boundary nodes. The 
boundary conditions can be treated explicit or 
implicit manner. In the explicit manner, the 
adjoint variable vector at boundary nodes, Λb is 
calculated from Eq.(19b) with Λi of the previous 
time level and the flux Jacobians of 
[ ]Tbi QR ∂∂ / and [ ]Tbb QR ∂∂ / . And then the 
calculated value of Λb is used in Eq.(19a). In the 
implicit way, the Eq(19b) itself is arranged for 
Λb and inserted into Eq(19a) without explicit 
calculation of the values of Λb. Equation (19a) is 
solved in an incremental form of Eq.(15). 

2.3 Validation of Adjoint code 
In order to validate the direct and adjoint sensi-
tivity codes developed in this study, sensitivity 
analyses are conducted for an High-Lift device 
which is selected for a design example in sec-
tion 3. Flow conditions are M∞ = 0.2, α = 8 de-

gree and Reynolds number of 8x106. We used 
the following geometric parameter β for the pur-
pose of test.  

 ynew = y - ∆β*x, (20) 

, where x and y are coordinates of longitudinal 
and vertical directions, respectively. Sensitivity 
derivatives are compared with those computed 
by the central difference approximation with a 
step size ∆β of 10-4. Table 1 compares sensitiv-
ity derivatives of aerodynamic coefficients by 
the finite-difference and adjoint methods. They 
compare very well with one another with errors 
less than 0.14 %.  
 
Table 1 Comparison of sensitivity derivatives: 
errors are with respect to the values of FD 
 Finite Difference Adjoint ∆ (%)
dCL/dβ 3.536 3.531 0.14 

3 Design Example  

3.1 Definition of Design Problem  
As a design example, a typical high-lift device 
configuration is optimized. The high-lift device 
is a multi-element airfoil with a vane and flap as 
shown in Fig.2. The vane and flap are assumed 
to be deployed with the same rotation angle.  
 

 

 
Fig.2 Cruise configuration with retracted vane and flap 

ヒンジポイントはこの線よりも下に

存在しない事

Hinge 

Vane,Flapは青線の領域を侵食しない

事

Forward 

Chord 

 

 

H

C

H (Hinge point) 
Xrearspar 

RC
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The design objective is to maximize lift for a 
landing condition with a deflection angle of 35 
degree. Geometric constraints are imposed so 
that the vane and flap not interfere with the 
main element at a cruise condition and also for 
the hinged deployment between the cruise and 
landing configurations. The geometric con-
straints can be represented as follows 
      
1) Xrear spar - Xvane ≤ 0 

The vane leading edge should not intrude 
the main element. 
2) YFLAP-Ymain_TE ≤ 0 

Y(vertical) coordinates of flap surface 
nodes should not touch main element trailing 
edge. 
3) |Xvane -C| -RC ≤ 0 

Vane upper surface should not intrude the 
main element lower surface which has a curva-
ture radius of RC with center C. 
4) |Xvane -H| -(RC-RH) ≤ 0 

Vane upper surface should not intrude the 
main element during deployment. 

 
Constraints 1~3 are for the retracted cruise 

condition, Constraint 4 is for the deployment of 
vane and flap. 

Design conditions are free-stream Mach 
number of 0.2 and incidence angle of 8 degree. 
In order to conduct the two-dimensional prob-
lem with the three-dimensional tools, the two-
dimensional mesh is extended spanwisely with 
only one cell stencil. 

Figure 3 shows initial geometry and mesh 
around it. The mesh has 149,982 nodes, 526,172 
edges, 117,191 tetrahedra, 108,648 prisms and 
242 pyramids. 

3.2 Design Variables 
Design is conducted only for the unexposed re-
gion in the cruise configuration in order not to 
alter the cruise configuration. Thus geometry of 
vane and around flap leading edge is perturbed. 
The vane upper/lower surface and flap leading 
edge region is modified adding a linear combi-
nation of Hicks and Henne shape function[18], 
fk as follows. 

 
(a) Geometry and boundary mesh  

 
(b) close view  

Fig.3 Mesh system for the High-Lift Device 

∑
=

⋅+=
vn

k
kkinitialnew fyy

1
β ,             (20) 

][sin )(3 ke
k xf π= ,   

)(
)5.0(1)(

kxin
nke = , 

where βk are design variables, nv the number of 
design variables, and xk represents the peak lo-
cation of fk. Figure 4 shows adopted ten Hicks-
Henne shape functions.  

Additional design variables are vane and 
hinge location, vane angle and length, and so on. 
Employed design variables are summarized as 
follows. 

1) Ten Hicks-Henne shape functions for 
vane upper/lower and flap leading edge, 
respectively 

2) ∆X, ∆Y for Hinge location 
3) ∆X, ∆Y for Vane movement  
4) Vane angle and length 
5) Deflection angle of vane and flap 

Total number of design variables is 37, and two 
designs are conducted: with and without deflec-
tion angle as a design variable. And thus 36 and 
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37 design variables are used respectively for 
each design.  

 
Fig.4 Hicks-Henne shape functions 

3.3  Grid Modification  
When the surface grid is modified by the design 
parameters, the interior volume grid points 
should also be moved accordingly. In the struc-
tured grid approach, the interior grid positions 
can be moved with a relative ease using an al-
gebraic mesh movement strategy which modi-
fies the grid point coordinates along a grid line 
of the same index. In the unstructured grid 
method, however, such a simple grid modifica-
tion method cannot be applied, and an efficient 
and robust grid movement method is required.  

For the movement of the grid points with 
the perturbed surface grid, we employed the 
mesh point movement method using spring 
analogy proposed by Murayama et al.[19], in 
which spring coefficients are specified so that 
prism layers around the geometry are moved 
almost rigidly. 

3.4  Grid Sensitivity  

The grid sensitivity dX/dβ in Eq.(14) can be 
calculated  either by differentiating the spring 
analogy method for the interior grid movement 
or by finite difference method. Although the 
computational cost with the grid movement pro-
cedure is less than a minute at a Compaq Alpha 
workstation 500MHz for the present design ex-

ample, the total computational burden would be 
a substantial amount if the number of design 
variables becomes large; say, more than one 
hundred for three-dimensional problems.  

One possible way to reduce the computa-
tional burden of the grid sensitivity calculation 
is to neglect the grid sensitivity of interior node 
points. As reported in Refs.[5,8], in inviscid 
flows the interior grid sensitivities are required 
for design variables associated with translation 
of the geometries with sharp edges, and, on the 
other hand, the grid sensitivities can be ignored 
for other ordinary design variables. 

On the other hand, Anderson and Bon-
haus[6] compared the accuracy of sensitivity 
derivatives with and without interior grid sensi-
tivities with an adjoint code for Navier-Stokes 
equations with a one equation turbulence model. 
In their work, it was reported that derivatives 
with and without the grid sensitivities differ sig-
nificantly, and therefore, the design could fail if 
the grid sensitivity terms were not included. 
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In this study, we compared the accuracy of sen-
sitivity derivatives without interior grid sensi-
tivities and with prism layers only. The grid 
sensitivity of node points in the prism layers can 
be easily obtained without any iterative calcula-
tion because the prism layers go under a rigid 
motion. Figure 5 shows the comparison results. 
The sensitivity derivatives with surface grid 
sensitivity only was also calculated, but not pre-
sented here because they are totally different in 
magnitude and trend. It can be noted in Fig.5 
that for design variables 1~30, the sensitivity 
derivatives with prism layer grid sensitivities 
are in the same trend with the results with all the 
internal grid sensitivities. These design vari-
ables are the coefficient of Hicks-Henne shape 
function and therefore are not related with ge-
ometry translation or rotation. On the other 
hands, remaining design variable 31~37 are re-
lated with body translation or rotation, and thus 
not in agreement with the exact results.  

The accuracy of sensitivity derivatives with 
prism layer grid sensitivity would of course be 
dependent on geometry and flow conditions un-
der design, number of prism layers, etc. In the 
present study we used the exact sensitivity de-
rivatives because the computational cost for the 
grid sensitivity is negligible for the present 
study with only 37 design variables. However, 
the simplified grid sensitivity taking advantage 
of the hybrid grid needs to be investigated fur-
ther for more efficient design of three dimen-
sional complex geometries with very large de-
sign variables. 

3.5  Design Algorithm  
For the minimization of the objective function 
with specified constraints, the ADS pro-
gram[19] was used as an optimizer. The Se-
quential Quadratic Programming (SQP) 
method[20] is adopted in which the objective is 
approximated by a quadratic Taylor series ex-
pansion to create a direction-finding problem. 
This subproblem is solved using the Modified 
Method of Feasible Directions. Lagrangian mul-
tipliers are calculated at the optimum of the 
subproblem. Then one-dimensional search is 

conducted using quadratic polynomial interpola-
tion. When the one design iteration is complete, 
the approximated Hessian matrix is updated by 
the Broydon-Fletcher-Goldfarb-Shanno(BFGS) 
formula. Detailed algorithms and methodologies 
of the SQP method is described in Ref.20.  

3.6  Design Results  
Figure 6 compares the initial and design con-
figurations by 36 and 37 design variables, re-
spectively. Table 3 summarizes the design re-
sults. The lift coefficient was increased by 130 
counts for the design with 36 design variables 
and by 1,240 counts for the design with 37 de-
sign variables while both meeting all the geo-
metric constraints. The maximum deflection an-
gle was limited as 5 degrees, and as expected, 
the design result has the maximum angle. The 
design results imply that flap deflection angle 
has the dominant effect on the lift, and the 
amount of lift increment without flap deflection 
angle is very limited.  
 

 
(a) 36 design variables 

 
(b) 37 design variables 

 
Fig.6 Design geometry 
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Figure 7 compares the surface pressure dis-
tributions. In both of the design results, lift in-
crements are caused by increased suction peak 
at the vane upper surface.  Main surface pres-
sures show little difference, and flap surface 
pressures only have  slight change for the 37 
design variable case, which however, does not 
seem to distribute to the lift increase. Pressure 
contours around the initial design airfoils are 
shown in Fig.8. Low pressure zone by leading 
edge suction is remarkably visible in the result 
of 37 design variables.  

 
Table 2 Comparison of lift coefficients 
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Fig.7 Comparison of surface pressure distributions 

4 Concluding Remarks  

An aerodynamic design method has been devel-
oped using a three-dimensional unstructured 
Navier-Stokes code and its adjoint code. The 
adjoint code was developed by a discrete ap-
proach so that the Navier-Stokes flow solver 
and the adjoint code are exactly consistent with 
each other. The developed design tool was ap-
plied to a High-Lift Device design example. 
Successful design results confirmed validity and 
efficiency of the present design method. 

 
(a) Initial 

 
(b) Design with 36 design variables 

 
(c) Design with 37 design variables 

 
Fig.8 Pressure contours around vane and flap 
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