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Abstract

The Computational Fluid Dynamics group at Ins-
tituto de Aeronáutica e Espaço has been work-
ing, for some time now, on the development of
numerical simulation capabilities that can han-
dle the actual launch vehicle configurations of
interest at the institute. At this point along
the development process, good results have been
achieved with adaptive, unstructured grid, finite
volume techniques for 3-D, inviscid and turbu-
lent viscous flows over sounding rockets and
satellite launcher configurations. Therefore, the
main purpose of the present work is to describe
the capability currently available at the institute
for flow simulation over such realistically com-
plex aerospace geometries. The paper briefly
describes the theoretical and numerical formu-
lations and it concentrates on the aerodynamic
analysis of the configurations of interest in order
to demonstrate the available capabilities.

1 Introduction

Many approaches are available in the literature to
simulate aerodynamic flows over 3-D aerospace
configurations. The CFD group at Instituto de
Aeronáutica e Espaço (IAE) has already achieved
good results using finite difference techniques on
structured grids. This paper discusses the results
obtained using a finite volume method on 3-D un-
structured meshes to simulate turbulent viscous

Fig. 1 VLS geometry overview.

flows over typical aerospace configurations. One
of such aerospace configurations of interest at
IAE is the first Brazilian Satellite Launch Vehi-
cle (VLS). The VLS launcher is composed by a
central body and four strap-on boosters. An illus-
trative sketch of the rocket is presented in Fig. 1.

The computational code solves the Reynolds-
averaged Navier-Stokes (RANS) equations. A
fully explicit, 2nd-order accurate, 5-stage,
Runge-Kutta time stepping scheme is used to
perform the time marching of the flow equa-
tions. For flux calculations on volume faces,
either a Jameson centered scheme [1] plus ex-
plicitly added artificial dissipation terms, or a
Roe flux-difference splitting scheme [2] can be
used. Boundary conditions are set through the
use of ghost cells attached to the boundary faces.
The implementation uses a cell-centered, face-
based data structure and the code can use meshes
with any combination of tetrahedra, hexahedra,
triangular-base prisms and pyramids. Extensive
validation of this method had already been initi-
ated and one is referred to [3] for a careful anal-
ysis of the initial validation results.
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Advanced eddy-viscosity turbulence models
are also available in order to include turbulence
effects into the RANS equations. Viscous sim-
ulations at high Reynolds number are typical
for aerospace applications, such as the ones of
interest at IAE. Numerical simulations of such
flight conditions which neglect turbulence effects
do not have any physical meaning and, there-
fore, have limited practical application. In order
to obtain useful viscous simulation results, the
Spalart-Allmaras one-equation [4] and the SST
two-equation [5] turbulence models are used.
These models are suitable for external aerody-
namics applications and they can predict flow
separation with acceptable levels of accuracy.
The CFD group at IAE has already some previ-
ous experience with such closures for turbulent
flow simulations [6, 7, 8].

A full multigrid (FMG) scheme is also avail-
able in order to achieve better convergence rates
for the simulations. To build the mesh sequence
for the multigrid procedure, an agglomeration
scheme based on cell or node seeds is used. A ro-
bust and consistent method for 3-D turbulent flow
simulations has been derived and included into
the present numerical formulation. This method-
ology allows for successful simulations of high-
Reynolds number turbulent flows at very accept-
able computational efforts.

Simulation results obtained with the present
code for the VLS configuration as well as other
typical aerospace test cases are discussed in this
paper. Turbulent transonic and supersonic flows
are simulated. The numerical results obtained so
far show good agreement with the experimental
data [9] and they represent all the relevant aero-
dynamic features observed in experimental tests.

2 Theoretical Formulation

The flows of interest for the present CFD
group are modeled by the 3-D compressible
Reynolds-averaged Navier-Stokes (RANS) equa-
tions. These equations can be written in dimen-
sionless form, assuming a perfect gas, as

∂Q
∂t

+∇~Pe = ∇~Pv , ~P = E ı̂x +F ı̂y +Gı̂z , (1)

where Q is the dimensionless vector of conserved
variables, defined as

Q =
[

ρ ρu ρv ρw e
]T . (2)

Here, ρ is the fluid density, u, v and w are the
Cartesian velocity components and e is the fluid
total energy per unit of volume. The formulation
for the dimensionless inviscid flux vectors, Ee, Fe
and Ge, and the dimensionless viscous flux vec-
tors Ev, Fv and Gv, as well as other definitions in
Eq. (1) can be found in [8].

The main interest of the present CFD group
is on high-Reynolds number simulations of flows
over complex aerodynamic configurations. Such
applications require adequate turbulence closures
in order to correctly account for the large trans-
port effects of the turbulence at such flight con-
ditions. Two turbulence closures have been cho-
sen in the present context, namely, the Spalart-
Allmaras [4] (SA) one-equation model and the
Menter SST [5] two-equation model. Both clo-
sures are particularly suited for aerodynamic flow
simulations and separation prediction [5]. Fur-
thermore, they are also less restrictive in relation
to the grid refinement near the wall than other
two-equation closures such as the k − ε family
of models [5]. Implementation details on this
formulation and other numerical results can be
found in [3] and [10].

3 Numerical Formulation

The finite volume method is used to obtain the so-
lution of the RANS equations. The formulation
of the method is obtained by an integration of the
flow equations in a finite volume. The applica-
tion of the Gauss theorem for each finite volume
yields, for an elementary volume and assuming a
stationary mesh

∂Qi

∂t
= −

1
Vi

n f

∑
k=1

[
~Pek −

~Pvk

]
· ~Sk , (3)

where n f is the number of faces which form the
i-th control volume and~Sk is the outward oriented
normal area vector of the k-th face. The discrete
value of the vector of conserved variables for the
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i-th control volume is defined as the mean value
of the conserved variables in the volume. The
code is able to simulate flows on grids comprised
of tetrahedra, hexahedra, triangular-base prisms,
pyramids or a mix of these types of elements.
The previous equation also indicates that the in-
tegral was discretized assuming the fluxes to be
constant on the faces.

4 Time Integration and Multigrid

Time integration of Eq. (3) is performed using a
Runge-Kutta type scheme similar to the one pro-
posed in [1]. In the present work, a 2nd-order ac-
curate, 5-stage Runge-Kutta scheme is used. The
time step for each volume is calculated assuming
a constant CFL number throughout the computa-
tional domain. More details on this formulation
can be found in [3] and [8].

A multigrid scheme is also available in the
present numerical code in order to accelerate
convergence to steady-state. The chosen multi-
grid algorithm is of a full approximation storage
(FAS) type, which is the recommended method
for nonlinear problems [11]. This method is
based on exchanging both solution and residue
values between different grid levels. It also re-
lies on a good time marching procedure to be ef-
fective. This method has been successfully val-
idated within the present 3-D unstructured com-
putational code for inviscid to turbulent viscous
simulations, as shown in [10]. In order to im-
prove the multigrid algorithm as well as the com-
putational method, the simulations start at the
coarsest grid level. Some iterations with the
Runge-Kutta time stepping are performed at this
grid and a high-order interpolation is performed
to the next finer grid. Some multigrid cycles are,
then, performed to improve the solution at this
grid. This procedure is repeated successively un-
til the finest grid is reached, with a good initial
guess to the solution. Multigrid cycles are, then,
performed on the finest mesh until convergence
is reached. This technique is usually denoted as
full multigrid (FMG) method.

The coarse mesh levels used by the multi-
grid scheme are generated with an agglomeration

technique. More details on the multigrid algo-
rithm as well as the agglomeration technique can
be found in [8].

5 Spatial Discretization

Both centered and upwind schemes are available
in the present numerical method for computation
of convective fluxes. Viscous fluxes are always
computed by a second-order accurate centered
scheme in the present paper.

5.1 Centered Scheme

The centered scheme used in this work for spatial
discretization of the convective fluxes was pro-
posed in [1]. For this scheme, the convective op-
erator, COi, is calculated as the sum of the invis-
cid fluxes on the faces of the i-th volume

COi =
n f

∑
k=1

~Pe (Qk) ·~Sk , Qk =
1
2

(Qi +Qm) . (4)

In this expression, Qi and Qm are the conserved
properties in the volumes at each side of the k-
th face and m indicates the neighbor of the i-th
element.

Centered schemes require the explicit addi-
tion of artificial dissipation terms in order to con-
trol nonlinear instabilities that may arise in the
flow simulation. The artificial dissipation oper-
ator is built by a switch of undivided Laplacian
and bi-harmonic operators [12]. In regions of
high property gradients, the bi-harmonic opera-
tor is turned off in order to avoid oscillations. In
smooth regions, the undivided Laplacian operator
is turned off in order to maintain 2nd order accu-
racy. A numerical pressure sensor is responsible
for this switching between the operators. The ex-
pression for the artificial dissipation operator as
well as other details on the implementation can
be found in [8].

5.2 Upwind Flux-Difference Splitting
Scheme

The upwind discretization in the present context
is performed by the Roe flux-difference splitting
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method [2]. For this scheme, the numerical flux
for the x-direction, in the k-th face, can be written
as

Eek =
1
2

[
EeL +EeR −

∣∣∣Ã
∣∣∣(QL −QR)

]
. (5)

which results in

COi =
n f

∑
k=1

(
Eek ı̂x +Fek ı̂y +Gek ı̂z

)
·~Sk . (6)

It can be shown that
∣∣∣Ã

∣∣∣ (QR −QL) = ∑̀ |λ`|α`r` , (7)

where λ` is the `-th eigenvalue related to the Eu-
ler equations, r` is the corresponding eigenvec-
tor and α` is the projection of the property jump
at the interface over vector r`. Properties in the
volume faces are computed using the Roe aver-
age procedure, as detailed in [2]. The cited ref-
erence also presents the definitions for the r` and
α` terms in the previous formulation.

To achieve 2nd order accuracy in space for
the Roe scheme, linear distributions of proper-
ties are assumed at each cell to compute the left
and right states in the face. Such states are repre-
sented by the L and R subscripts, respectively, in
the previous Roe definitions.

The linear reconstruction of properties is
achieved through a MUSCL [13] scheme, in
which the property at the interface is obtained
through a limited extrapolation using the cell
properties and their gradients. The expressions
for the reconstructed properties in the control vol-
ume faces can be written as

q = qi +ψ∇qi ·~ri , (8)

where ∇qi is the gradient computed for the i-th
cell; ψ represents the limiter; and ~ri is the dis-
tance vectors from the i-th cell centroid to the
face centroid.

The minmod limiter [14] is used in the present
context. The extension of the 1-D limiter, as de-
fined in [14], to the 3-D case is based on [15]
and [16]. For each n-th vertex of the i-th cell, the

property qin = q(xn,yn,zn) in that vertex is recon-
structed as

qin = qi +∇qi ·~rn , (9)

where~rn is the distance of the n-th vertex of the
i-th cell to the centroid of this cell. A limiter is
computed at each vertex of the control volume.
The limiter value for the i-th control volume is
finally obtained as the minimum of the limiters
computed at the vertexes.

5.3 Viscous Flux Computation

The Navier-Stokes viscous terms are computed
by a second-order accurate centered scheme. The
viscous operator in the i-th control volume is cal-
culated as the sum of the viscous fluxes on the
faces which constitute the volume. In this case,
both the conserved variable vector and the deriva-
tives on the face, used to compute the viscous
terms, are calculated as the arithmetic average be-
tween these quantities in the two volumes which
contain the face. Derivatives of flow variables,
for each control volume, are calculated in the
standard finite volume approach in which these
derivatives are transformed, by the gradient theo-
rem, into surface integrals around the control vol-
ume [17, 18].

6 Adaptive Mesh Refinement

The quality of numerical simulations is ex-
tremely dependent on the mesh. For high qual-
ity solutions, it is usually necessary to concen-
trate points in regions where the flow presents
sudden variations. The idea behind the adaptive
mesh refinement (AMR) is to attribute to the flow
the responsibility of concentrating computational
points by using numerical sensors and automatic
routines that alter the mesh. The mesh concentra-
tion in such regions can be incremented by many
forms. One way is to locally add more points,
which is the chosen option in the present context
due to its ease of implementation in an unstruc-
tured grid context. The sensor for regions that
need refinement uses an undivided density gra-
dient [19], normalized by the largest difference
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in density verified in the flow. If the sensor in a
given cell is greater than a threshold value, the
volume is refined [3].

Each type of element that the code can han-
dle is divided differently. A tetrahedron is di-
vided in 8 tetrahedra; a hexahedron is divided
in 8 hexahedra; a triangular base prism is di-
vided in 8 triangular-base prisms; and a square-
base pyramid is divided in 6 square-base pyra-
mids and 4 tetrahedra. The present AMR pro-
cedure does not allow twice refined elements to
neighbor other non-refined cells. This procedure
guarantees smoother transitions of element sizes
throughout the mesh. It is also important to re-
mark here that such approach allows for the cre-
ation of hanging nodes in the refined mesh. Nev-
ertheless, the data structure of the code is face-
based, which means that it is irrelevant if the node
is a hanging node or not. Furthermore, all loops
are face-based and this makes the flux and dissi-
pation term calculations independent of the type
of element.

7 Results and Discussion

In order to evaluate the code, aerodynamic flows
over various configurations are simulated. In-
viscid supersonic flows about the VLS are con-
sidered for the adaptive mesh refinement assess-
ment. Flat plate flows are used to address the
turbulent flow simulation capability. Addition-
ally, turbulent viscous flows over the VLS central
body are simulated for various angles of attack.
All results are compared to available experimen-
tal and/or theoretical data in order to address the
the numerical tool. The multigrid capability has
been used in the simulations to accelerate conver-
gence to steady-state solutions.

7.1 Flat Plate Turbulent Flow

Zero-pressure gradient flat plate low speed flows
are considered for Reynolds number Re = 1 mil-
lion and freestream Mach number M∞ = 0.3.
Simulations with both SA and SST turbulence
models are included in order to provide some
comparison of the results for both closures. Fig-
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Fig. 2 Comparative results between numerical
and theoretical boundary layer profiles.

ure 2 shows the turbulent numerical boundary
layers compared to the theoretical log-law solu-
tion [20]. One can clearly observe in Fig. 2 a
strikingly coherence with the theoretical curve in
the case of the SA turbulence model. In the case
of the SST two-equation model, the coherence
between both results is not as good in the iner-
tial part of the boundary layer. A very similar
behavior of the SST closure in this test case has
been observed in a finite-difference context, as
one can verify in [7]. This may be indicative of
some issues concerning the formulation provided
in the articles available to the authors to guide the
model implementation, especially regarding the
model constants. Due to better numerical results
and lower computational cost, the SA model has
been chosen for the forthcoming simulations.

7.2 VLS Turbulent Supersonic Flows

The turbulent flow at M∞ = 2.0, Re = 30 mil-
lion and zero angle of attack over the VLS sec-
ond stage flight configuration is simulated. The
mesh used in this case has 201,565 nodes and
188,480 elements and it is clustered near the solid
surface to guarantee good resolution of the turbu-
lent velocity profile. Figure 3 presents the dimen-
sionless pressure contours over the vehicle fore-
body for this case. The flow is characterized by
a detached shock wave in front of the vehicle, a
expansion on the first and second corners of the
payload fairing and a shock wave at the end of
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Fig. 3 Pressure contours over the VLS second
stage flight configuration forebody for turbulent
viscous flow simulations at M∞ = 2.0, Re = 30
million and zero angle of attack.

the boattail. A comparison between the pressure
coefficient distribution on the VLS surface for
the turbulent numerical solution and experimen-
tal data is shown in Fig. 4. There are no relevant
differences between the solutions for this case, as
expected.

One of the objectives of the CFD group at
IAE is to determine the stability derivatives of
launch vehicles for many flow conditions. This is
normally performed by the determination of the
pressure coefficient on the vehicle wall for differ-
ent angles of attack at the flow conditions of in-
terest. Therefore, a simulation of the VLS flying
at angle of attack different from zero is a relevant
condition to be tested. As launch vehicles fly at
very small angles of attack, the authors decided
to simulate the flow over the VLS second stage
flight configuration at M∞ = 2.0, α = 2.0 deg.
and Re = 30 million, a condition with available
experimental results. Figure 5 presents the Mach
number contours over the VLS forebody. The de-
tached shock wave is no longer symmetrical. The
shock wave on the windside is stronger than that
in the leeside because the deflection in the flow
is larger. This can be seen as a larger region of
lower Mach numbers in the windside. Further-
more, the boundary layer on the leeside is thicker
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Fig. 4 Pressure coefficient distributions on the
VLS second stage flight configuration forebody
in the pitching plane at M∞ = 2.0, Re = 30 mil-
lion and zero angle of attack.

than on the windside. A comparison between nu-
merical and experimental data for the pressure
coefficient on the vehicle forebody is presented
in Fig. 6. The numerical solution presents good
agreement with the numerical data, as the main
tendencies of the pressure coefficient distribution
are numerically obtained.

7.3 VLS Turbulent Transonic Flows

A turbulent viscous flow over the VLS at M∞ =
0.9, Re = 25 million and zero angle of attack is
now considered. The mesh used in this case has
100,815 nodes and 89,280 elements. Figure 7
presents the Mach number contours over the ve-
hicle forebody. This figure evidences the pres-
ence of the boundary layer over the vehicle. A
stagnation point occurs in front of the vehicle.
There is a supersonic expansion over the end of
the conical forebody. This causes the formation
of a supersonic region on the payload cylinder
which is ended by a shock wave. Due to the
boundary layer, this shock wave does not reach
the body. The region over the end of the boat-
tail presents very small velocities, but the bound-
ary layer does not separate because of the turbu-
lent characteristic of the flow. In fact, laminar
simulations of this flow condition indicate bound-
ary layer separation. A comparison between the
pressure coefficient distribution on the VLS sur-
face for the Euler and the turbulent numerical so-
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Fig. 5 Mach number contours over the VLS sec-
ond stage flight configuration forebody for turbu-
lent viscous flow simulations at M∞ = 2.0, Re =
30 million and α = 2.0 deg.

lutions is shown in Fig. 8, which also includes
experimental data. The simulation considering
turbulence effects performs more consistently if
compared to the Euler simulation. A much bet-
ter solution is obtained, which captures the shock
wave over the payload fairing and which cor-
rectly predicts the position of the compression at
the end of the boattail.

7.4 Adaptive Mesh Refinement Results

The results obtained in the simulation of super-
sonic inviscid flow over the complete vehicle
clearly showed the need for more mesh refine-
ment in the booster nose cap region and in the
vehicle forebody [21]. The adaptive mesh refine-
ment technique is applied on such cases in order
to enhance the solution quality.

7.4.1 Tetrahedral Mesh

In this case, inviscid flow simulations over the
VLS first stage flight configuration at M∞ = 2.0
and zero angle of attack are considered. The
3-D computational grid is composed of tetrahe-
dra. Because of memory limitations, the authors
had to limit the simulation to only one mesh re-
finement pass, although the routines are able to
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Fig. 6 Pressure coefficient distributions on the
VLS second stage flight configuration forebody
in the pitching plane for turbulent viscous flow
simulations at M∞ = 2.0, Re = 30 million and
α = 2.0 deg.

perform as many refinement passes as the user
desires, and to limit the refinement threshold to
0.003. The adapted mesh has approximately
243,000 nodes and 1.1 million elements. De-
tailed views of the adapted mesh over the vehi-
cle forebody and over the booster nose cap re-
gion are presented in Figs. 9 and 10. Clearly, the
AMR procedure is able to detect the presence of
the shock waves and expansions, and the mesh is
subsequently refined in these regions.

7.4.2 Hexahedral Mesh

In order to test the capability of the refinement
procedure to handle hexahedral and prismatic
meshes, the inviscid flow over the VLS central
body for M∞ = 2.0 and zero angle of attack is
considered. The original mesh used for the cal-
culations is shown in Fig. 11, which presents a
close view of the vehicle nose cap. The same
view for the adapted mesh is presented in Fig. 12.
The original mesh has 100,815 nodes and 89,280
volumes. The adapted mesh, after one refine-
ment pass, has approximately 346,000 nodes and
286,000 elements. Again, the AMR procedure
is able to determine the presence of shock waves
and expansions and refine the mesh in the regions
where these phenomena are detected. The thresh-
old for the density gradient sensor used in this
simulation is 0.09, which is bigger than the one
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Fig. 7 Mach number contours over the VLS sec-
ond stage flight configuration forebody for turbu-
lent viscous flow simulations at M∞ = 0.9, Re =
25 million and zero angle of attack.

used in the case with a tetrahedral mesh. This
comes from the fact that the sensor is based on
gradient calculation, which depends on the size
of the elements. The hexahedral mesh is more
refined near the body than the tetrahedral mesh,
causing the gradients calculated in the hexahe-
dral mesh to be bigger than the ones calculated
in the tetrahedral mesh. Therefore, in order to
have mesh refinement in regions of the hexahe-
dral meshes similar to that obtained using the
tetrahedral mesh, a larger value for the threshold
value should be used.

8 Concluding Remarks

The paper presents results obtained with a finite
volume code developed to solve the RANS equa-
tions over aerospace configurations at Instituto de
Aeronáutica e Espaço. The code uses an explicit
Runge-Kutta type scheme to perform the time
marching of the governing equations. Convec-
tive fluxes on the volume faces are computed by
either a centered scheme plus explicitly added ar-
tificial dissipation terms or a flux-difference split-
ting upwind scheme. The code structure is of a
cell-centered and face-based type, and it is de-
signed to use unstructured meshes composed by
any combination of tetrahedra, hexahedra, prisms
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Fig. 8 Pressure coefficient distributions on the
VLS second stage flight configuration forebody
in the pitching plane for turbulent viscous flow
simulations at M∞ = 0.9, Re = 25 million and
zero angle of attack.

and pyramids. An adaptive mesh refinement ca-
pability is also included in the numerical tool in
order to improve the numerical solution quality.

Turbulence effects are added to the RANS
formulation by eddy-viscosity type turbulence
models. The Spalart-Allmaras single-equation
and the SST two-equation turbulence closures are
chosen in order to include such turbulence ef-
fects. The comparison of the numerical bound-
ary layers for a zero-pressure gradient flat plate
flow with the corresponding theoretical log-law
solution shows the level of accuracy that can be
obtained with the present formulation. Further-
more, the code is also able to correctly solve
for more complex flows, such as transonic or su-
personic turbulent flows about typical aerospace
configurations. Again, good approximation be-
tween experimental and numerical results could
be obtained for such cases.

The results obtained using the adaptive mesh
refinement capability show that such technique
allows better representation of flow discontinu-
ities within the computational domain. The pro-
cedure is able to detect regions which need more
mesh refinement, such as shock waves and ex-
pansions. Such aerodynamic phenomena are eas-
ily detected by a sensor based on density gradi-
ents computed at each control volume throughout
the computational domain. In every simulation of

8



DEVELOPMENT OF A 3-D UNSTRUCTURED GRID SIMULATION CAPABILITY FOR
TURBULENT AEROSPACE FLOWS

Fig. 9 Detailed view of the adapted mesh near
the central body forebody.

Fig. 10 Detailed view of the adapted mesh near
the booster nose cap.

flows about the VLS configuration, crisper shock
waves and more correct expansions are observed
in the results due to the use of the adaptive mesh
refinement procedure.

Finally, the agglomeration multigrid scheme
provides a large convergence acceleration for the
numerical simulations. In a general manner, nu-
merical solutions of complex flows such as su-
personic turbulent flows about typical aerospace
configurations can be obtained in half the previ-
ous time used by the single-grid simulation. The
results presented here are a good indication of the
capability of simulating turbulent flows about re-
alistic aerospace configurations that has been de-
veloped by the CFD group at IAE.
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