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Abstract

Aerodynamic flow simulations over a typical
sounding rocket are presented. This work is in-
serted in the effort of developing the computa-
tional tools necessary to simulate aerodynamics
flows over the configurations of the interest for
Instituto de Aeronáutica e Espaço of Centro Téc-
nico Aeroespacial. Sounding rocket configura-
tions usually require fairly large fins and, quite
frequently, have more than one set of fins. In or-
der to be able to handle such configurations, the
present paper uses a novel methodology which
combines both Chimera and Patched Multiblock
grids in the discretization of the computational
domain. The flows of interest are modeled using
the 3-D Euler equations and the work describes
the details of the discretization procedure, which
uses a finite difference approach for structured,
body-conforming, multiblock grids. The method
is used to calculate the aerodynamics of a sound-
ing vehicle currently under development. The re-
sults indicate that the present approach can be a
powerful aerodynamic analysis and design tool.

1 Introduction

In the present paper, the results obtained for the
simulation of aerodynamic flows about a typical
sounding rocket, the SONDA-III, are presented.
This work is inserted into the effort of develop-
ing the computational tools necessary to simulate
aerodynamic flow over aerospace geometries, es-

pecially those related to the Brazilian Satellite
Launcher (VLS). Details of the work developed
so far, as well as results that illustrate the ad-
vancements that have been accomplished up to
now in this long term research effort, can be seen,
among other references, in Azevedoet al [1],
Azevedoet al [2], Azevedoet al [3] and Strauss
and Azevedo [4]. The SONDA-III presents a
quite complex geometric configuration with four
front fins and four back fins around a central core.
The fins are arranged symmetrically around the
central body. An illustrative outline of this con-
figuration is presented in Fig. 1 and the region
details the front fin region.
The research group has a fair amount of ex-
perience with Chimera and patched multiblock
flow simulations for launch vehicle aerodynam-
ics. The present application represents, however,
the first time that the group uses the two tech-
niques in the same code. This is also the first
time that the group simulates a vehicle with fins.
The fundamental objective of the present effort
is, therefore, to demonstrate that the use of the
two techniques combined will enable the gen-
eration of better quality grids for the problems
at hand. The governing equations are assumed
written in conservative form and they are dis-
cretized in a finite difference context. Spatial
discretization uses second-order accurate, central
difference operators. The time march method is
based on a 5-stage, Runge-Kutta algorithm de-
scribed in Jameson [5] , which also has second-
order accuracy in time. The artificial dissipa-
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Fig. 1 Perspective view of the SONDA-III (left)
and detail of the front fin region (right).

tion terms added are based on the non-isotropic,
with described in Turkel [6]. In the present case,
Chimera and patched grid techniques are used
to simulate flows over the complete SONDA-III
rocket. Those techniques together provide the
capability to use structured meshes for the dis-
cretization of the calculation domain over truly
complex configurations. The paper will briefly
describe the theoretical formulation used together
with a discussion of the numerical implemen-
tation aspects, details of the current implemen-
tation of the Chimera and Patched grid tech-
niques are also presented and boundary condi-
tions adapted. Results with applications to the
SONDA-III are described and some concluding
remarks are presented.

2 Theoretical Formulation

In the present work it is assumed that the flows
of interest can be represented by the Euler equa-
tions in three dimensions. These equations can be
written in conservative law form for a curvilinear
coordinate system as,

∂Q
∂τ

+
∂E
∂ξ

+
∂F
∂η

+
∂G
∂ζ

= 0, (1)

whereE, F , andG are the inviscid flux vectors
can be in more details in Vieira [7] andQ is the
vector of conserved variables, defined as,

Q = J−1[ρ,ρu,ρv,ρw,e]T . (2)

In the Eq.(2),ρ is the density,u,v,w are the carte-
sian velocity components,e is the total energy per

unit volume andJ is Jacobian of the transforma-
tion, represented as,

J = (xξyηzζ +xηyζzξ +xζyξzη (3)

−xξyζzη−xηyξzη−xζyηzξ)
−1.

The pressure can be obtained from the equation
of state for a perfect gas as,

p = (γ−1)
[
e− 1

2
ρ
(
u2 +v2 +w2)] . (4)

A suitable nondimensionalization of the govern-
ing equations has been assumed in order to write
Eq.(1). In particular, the values of flow prop-
erties are made dimensionless with respect to
freestream quantities, as described in Pulliam [8].
The governing equations were discretized in a fi-
nite difference context in structured hexahedral
meshes which would conform to the bodies in
the computational domain. Since a central differ-
ence spatial discretization method is being used,
artificial dissipation terms must de added to the
formulation in order to control nonlinear insta-
bilities. The artificial dissipation terms used here
are based in Turkel [6]. This model is nonlinear
and nonisotropic, with the scaling of the artificial
dissipation operator in each coordinate direction
weighted by its own spectral radius of the cor-
responding flux Jacobian matrix. In the present
implementation, the residue operator is defined
as,

RHSn =−∆t(δξEn +δηFn +δζGn). (5)

where, theδξ,δη,δζ terms represent mid-point
central difference operators in theξ,η,ζ direc-
tions, respectively. The numerical flux vectors
and artificial dissipation operators are defined as,

Ei± 1
2
, j ,k=

1
2
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Ei , j ,k+Ei+1, j ,k

)
−di± 1

2
, j ,k ,
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,k , (6)
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The artificial dissipation operators,
di± 1

2
, j ,k,di , j± 1

2
,k and di , j ,k± 1

2
, are defined

2



STRUCTURED MULTIBLOCK SIMULATIONS OF GENERAL LAUNCHER FLOWS INCLUDING
THE EFFECT OF FINS

precisely as described in Turkel [6]. Since
steady state solutions were the major interest in
present study, a variable time step convergence
acceleration procedure has been implemented.
The time march is performed based on a 5-
stage, 2nd-order accurate, hybrid Runge-Kutta
time-stepping scheme, which can be written as,

Q(0)
i = Qn

i ,

Q(1)
i = Q(0)

i −α1RHS(0),

Q(2)
i = Q(0)

i −α2RHS(1),

Q(3)
i = Q(0)

i −α3RHS(2), (7)

Q(4)
i = Q(0)

i −α4RHS(3),

Q(5)
i = Q(0)

i −α5RHS(4),

Qn+1
i = Q(5)

i ,

where α1 = 1
4, α2 = 1

6, α3 = 3
8, α4 = 1

2 and
α5 = 1. Since steady state solutions are the major
interest in the present study, a variable time step
convergence acceleration procedure has been in-
plemented. The time step is defined as,

∆ti, j,k =
CFL
ci, j,k

. (8)

The characteristic velocityci, j,k is defined as,

ci, j,k = max
(
|U |+a

√
ξ2

x +ξ2
y +ξ2

z,
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η2
x +η2

y +η2
z,
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√

ζ2
x +ζ2

y +ζ2
z

)
, (9)

wherea is the speed of sound andU , V andW are
the contravariant velocity components. It should
be emphatized that only the convective operator
inside RHS term indicated in Eq.(7) is actually
evaluated at every time step. The artificial dissi-
pation term is only evaluated in the first and sec-
ond stages of the time march procedure. It can
be shown that this provides enough damping to
mantain nonlinear stability as defined in Jameson
[5] whereas it yields a more efficient numerical
scheme.

3 Computational Grid Topology

The SONDA-III rocket possesses a central body
where four fins and four back fins are mounted.
In order to save computational resources,1

8 of
complete configuration in the azimutal direction
was simulated. This simplification is valid in the
present work because only simulations with null
attack angle were considered. This way, taking
advantage the symmetry of the problem, the con-
figuration is reduced to18 of the central body in
the azimutal direction,12 front fin and 1

2 back
fin. In total, 13 meshes with relatively simple ge-
ometry to model the rocket and the the fins are
used. These meshes are distributed in the follow-
ing way:
- 7 meshes for the front fin;
- 3 meshes for the back fin;
- 1 mesh for central body, as seen in Fig. 2;
- 1 (background) mesh for front fin, as seen in
Fig. 2;
- 1 (background) mesh for back fin, as seen in
Fig. 2.

The computational meshes used in the present

Fig. 2 Central body mesh (left) and the back-
ground meshesm8 andm12 (right).

work were all generated by algebric methods
with in each block. In particular, the multisur-
face algebric grid generation technique described
by Fletcher [9] has been implemented in a fairly
general code for the present configurations. The
code allows grid clustering at various regions and
a fair amount of control on the grid point distribu-
tion along the normal direction. Both hyperbolic
tangent and exponential grid stretching functions
are used to obtain the desired grid clustering and
coarsening over the body. The meshes generated
by that method are 2-D. The mesh that discretizes
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the central body is rotated around the longitudi-
nal axis, obtaining a 3-D mesh. Initially, for the
fins, 2-D meshes are generated for the superior
and inferior surface. Those meshes can be seen in
details in Fig. 3. The inferior surface is deformed

Fig. 3 2-D surface on the root (left) and on the
top (right) of the front fin generated by an alge-
braic method.

through a coordenate transformation to conform
to the cylindrical and conical sections of the cen-
tral body. Finally, intermediate surfaces are ob-
tained through an interpolation on the top and
bottom surfaces previously calculated, as shown
in Fig. 4.

Previous work on tridimensional configuration

Fig. 4 Intermediate surfaces obtained by inter-
polation of the tip and root surfaces of the front
fin.

of launch vehicles, using the VLS configuration,
as can be seen in Basso [10], used only Chimera
grids to discretized the computational domain.
However, during the initial phase of planning
of the meshes for the SONDA-III, the research
group noticed that, due to the geometric charac-
teristics of the new problem, using only Chimera
meshes would not be viable. The adapted so-
lution was to use Chimera in conjunction with
patched grids since this procedure allowed the
generation of meshes in a much simpler way, in
comparison with other proposals that just used

Fig. 5 Information flow of the Chimera meshes
(left) and the patched meshes (right).

one technique or another. The Chimera subrou-
tines of the original solver for the VLS were
adapted and it was implemented additional sub-
routines for the use of patched grids. It was also
implemented routines for the control of the flow
of information among the meshes, and all the par-
ticularities of the original code for the configu-
ration of the VLS were eliminated. With that,
the research group developed a somewhat general
code, that can work with Chimera and patched
grids, in complex configurations. The number of
meshes that the code can manage is just limited
by the amount of memory of the machine.
Basically, the meshesm1 to m7, that involve the
front fin, exchange information amongst them-
selves using the technique of patched meshes.
These 7 meshes exchange information, through
of the Chimera interfaces with them8 mesh
(background), and finally, them8 mesh (back-
ground) exchanges information with the central
body meshm13. For the back fins, the process
is similar. Thebackgroundmesh (m8 and m12

meshes) has the function of serving as transition
among the fin meshes, that possess a great num-
ber of points, and the central body mesh, that
possesses few points. Besides, thebackground
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mesh hides the complexity of the configuration,
since the central body mesh does not see the fin
meshes. In case thebackgroundmeshes were not
used, the central body mesh would have many
more points in order to communicate in an effi-
cient way with the fin meshes. The flow of in-
formation among the meshes can be seen in Fig.
5.

4 Boundary Conditions

For the configurations of interest here, the types
of boundary conditions that should be considered
include upstream (entrance), solid-wall, far-field,
symmetry, upstream centerline and downstream
(exit) conditions. The rocket upstream centerline
is a singularity of the coordinate transformation
and, hence, an adequate treatment for this bound-
ary must be provided. The approach consists in
extrapolating the property values from the adja-
cent longitudinal plane and averaging the extrap-
olated values in the azimuthal direction in order
to define the updated properties at the upstream
centerline.
The vast majority of the previous experience of
the research group in the use of Chimera or
patched multiblock grids considered the VLS
configuration, without including afterbody or
plume effects. For such a configuration, the num-
ber of grid blocks required is rather small. There-
fore, it is possible to have the boundary condi-
tions hard-coded for each specific case. However,
in the present case, the procedure of writing 13
separate subroutines to work with the 13 meshes
would be extremely difficult and prone to mis-
takes. Furthermore, the objective should always
be to try to come up with a code as general as
possible and, certainly, that does not depend on
the particularities of the configuration under con-
sideration. Again, the approach is to eliminate
the particularities of the original code and to cre-
ate a more powerful subroutine, that could work
with the diversity of boundary conditions that the
SONDA-III meshes present.
The mesh blocks are considered as hexahedra in
computational space and each one of the 6 faces
is numered as indicated in Fig. 6. The code, that

represents a certain boundary condition is asso-
ciated to each face. With this method, the solver
implements the 78 boundary conditions in a sim-
ple format for the user.

Fig. 6 Definition of the meshes faces for the
boundary conditions.

5 Treatment of Patched Grid Interfaces

In this present work, a patched grid block al-
ways shares a common faces of points with other
patched grid block, as indicated in Fig. 7. In or-
der to illustrate this procedure, it is assumed that
there are two meshes, denominatedA andB, as
presented in Fig. 7. Those meshes should be
expanded, in order to allow the implementation
of a code with the capacity of transferring infor-
mation through the common faces. It is desir-
able to maintain the order of the artificial dissi-
pation operators at all points. Therefore taking
into account that the artificial dissipation opera-
tors use 5 points, a possible solution is to expand
the meshes so that there is an area of 5 rows of
points in common, as indicated in the right side
of Fig. 7. It can be observe that 2 rows of points
were added to each mesh, which caused the dis-
placement of the first columm of points. The fol-
lowing steps are executed:
1. Initially, the properties of all interior points
located in the expanded meshA are calcu-
lated,advancing one step in time.
2. The points located in the first column of the
meshB receive the values of the properties of the
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points of the fifth column of the meshA.
3. The points located in the second column of the
meshB receive the values of the properties of the
points of the fourth column of the meshA.
4. All the interior points of the meshB are calcu-
lated, advancing one step in time for that mesh.
5. The values of the points located in the fifth
column of the meshB are transferred for the first
column of the meshA, and values of the fourth
column of the meshB for the second column of
the meshA.
6. The interior points of the meshA are calcu-
lated again and the process repeats.
The third column of the two meshes is left "free"
and its value is determined by the calculation
of the interior points, without any imposition of
value, as it happened with the first and the sec-
ond columns. Attempts of imposing some value
in the third column, as for example an average
among the two meshes, resulted in a significant
decrease of the convergence rate. In 3-D, instead
of lines or columns, the meshes have planes in
common. In the present paper, the meshes are
built with a single face in common, and an addi-
tional code takes charge of reading a connection
matrix to decide which faces of each mesh should
be expanded.

Fig. 7 MeshesA and B before (left) and after
(right) the expansion process.

6 The Chimera Holecutting Process

The Chimera grid possesses a sobreposition area
but, unlike the patched grid, there is no need for
the points to coincide. Again, that area is respon-
sible for the change of information among the

meshes. However, as not all of the points are nec-
essary for the communication among the meshes,
we can logically eliminate some points. Actually,
all of the points continue to exist in the computer
memory. We create an auxiliary matrix that asso-
ciates to each point of the mesh an on value or an
off value. The points are eliminated by two rea-
sons. The first one concerns the fact that points
of a certain mesh are located inside an area with-
out physical meaning of another mesh as, for ex-
ample, inside a body of some other component
of the configuration. An example would be the
points of them8 mesh that are located inside the
front fin. The left side of Fig. 8 exhibits them8

mesh with the points eliminated and the outline
of the fin. In practice, a virtual volume larger than
the solid volume is created, and all points of the
mesh that are inside the virtual volume are elim-
inated. The creation of the virtual volume makes
possible the control of the amount of points to
be eliminated. The second reason to eliminate
points is to reduce the sobreposition area. An ex-
ample would be the central body meshm13, that
contains the twobackgroundmeshesm8 andm12.
A virtual volume completely contained in aback-
groundmesh is created and all points of the mesh
that are inside this volume are eliminated. The
right hand side in Fig. 8 displays the result of
this process.
After theholecuttingprocess, described in An-

Fig. 8 Detail of thebackground m8 mesh (left)
and central body meshm13 (right) after the hole-
cutting process.

tunes [11], the next step consists in identifying
the Chimera boundary points. These points are
the ones that were not eliminated by the pre-

6



STRUCTURED MULTIBLOCK SIMULATIONS OF GENERAL LAUNCHER FLOWS INCLUDING
THE EFFECT OF FINS

vious process but they have at least one neigh-
bor that was eliminated. The Chimera boundary
points are not calculated in the same way that
the other interior points. They have the values
of their properties interpolated. Each Chimera
boundary point is located inside of an hexahe-
dron whose vertices are formed by points of the
other Chimera grid. As described in Antunes
[12], the distances between a Chimera boundary
point of the first mesh and each of the eight ver-
tices of the second mesh are calculated, respec-
tively. It should be emphasized that there is no
attempt to satisfy conservation in the present in-
terpolation process. Since shocks may be cross-
ing the interface, it would be interesting to have
the enforcement of some conservation statement
at grid interfaces. However, this was not imple-
mented in the present case due to the high com-
putational costs associated with such implemen-
tation, especially in the 3-D case, and because the
present effort should be seen as an evolutionary
step towards a more complete simulation capa-
bility. Furthermore, the use of a conservative in-
terpolation process would certainly increase the
code’s memory requirements, which the authors
would like to avoid at this time. An interpo-
lation method at the interfaces among Chimera
meshes that satisfies conservation was developed
by Wang [13]. A detailed discussion of the pro-
cedure can be found in more details in Wang [14].

7 Results and Discussion

The results presented refer to simulations of the
flow over the SONDA-III rocket during its first
stage flight. Preliminary results for this configu-
ration have been presented in Papa [15]. In the
cited reference, however, the total number of grid
points was of the order of 275,000 points, which
did not allow for a more detailed visualization of
some critical regions of the flow about the fins.
The present work has performed similar simu-
lations, however considering a much finer mesh
with approximately 917,000 grid points. Such a
level of grid refinement allows for a considerably
better visualization of flow details about the con-
figuration. The specific results included here con-

sider only the case with freestream Mach number
M∞=2.0 and zero angle of attack, which is repre-
sentative of the simulations performed so far for
the configuration. Moreover, as the flight time
in the lower atmosphere for these rockets is very
short and the vehicle is at supersonic speeds dur-
ing most of this flight, it seems appropriate to se-
lect a supersonic flight condition for the present
discussion. Within the supersonic speed regime,
several interesting aspects of the Chimera and
patched grid techniques can be analyzed, such as
the communication of information across the in-
ternal boundaries among blocks with discounti-
nuities in the flow properties. Mach number con-
tours on the vehicle body in regions around the
front and back fins can be observed in Fig. 9.
Pressure contours for the sounding rocket, its
front and back fins can be observed in Fig. 10.
As previously mentioned, the major interest in
this work concerns the evaluation of the joint use
of the Chimera and patched grid techniques as a
tool for flow analysis over geometries of interest
for the Instituto de Aeronáutica e Espaço.
The Mach number contours can be observed in
Fig. 9. This figure shows in detail the region of
interaction between the front and back fins and
the conical region of the central body. One can
observe that the thickness of the shock in the
leading edge of the front fins increases when it
approaches the plane of symmetry. Figure 10
shows in detail the pressure contours in the re-
gion of front fins. Through this figure one can
observe the formation of the shock waves in the
leading edges of the fins as well as the expan-
sion waves in the trailing edges of these fins. In
the conical region, an increase of pressure due a
shock wave that cannot be observed in this visu-
alization. It can also be observed that, after the
conical region, the pressure decreases due to an
expansion wave in the intersection between the
conical and cylindrical regions.

8 Concluding Remarks

The paper has presented results for 3-D Euler
simulations of the flow over the SONDA-III, a
typical sounding rocket. A structured multiblock

7



EDSON BASSO1, JOÃO ALVES DE OLIVEIRA NETO 2, JOÃO LUIZ F. AZEVEDO 1

Fig. 9 Mach number contours for the back fins

code has been implemented, using Chimera and
patched multiblock grid approaches for handling
the geometric complexity of the configuration.
All codes used were developed by the research
group and represent a powerful aerodynamic
analysis and design tool. The present methodol-
ogy, using a combination of Chimera and patched
grid approaches, seems to be quite powerful to
work on similar problems with the presence of
several fins. The main noticed advantages are:
1. Flexibility: the joint use of the Chimera and
patched grids, in the same simulation, allows the
generation of meshes in a much easier fashion
and much less time.
2. Modularity: the use of background meshes,
hiding the complexity of meshes that involve the
fins, also seems to be a very interesting approach
for these configurations. With such an approach,
small grid modifications, or even small configu-
ration modification, are quite simple in the sense
that one does not need to generate all the meshes
or, even, to reschedule the flow of information.
3. Point concentration: the use of multiblock
meshes allows the refinement of localized regions
in a way very similar to unstructured meshes.
Finally, the power of this combined Chimera and
patched grid simulation capability becomes ev-
ident when one considers that it was possible
to simulate the flow over a complete sounding

Fig. 10 Mach number contours for the front fins

rocket and, at the same time, to capture details of
phenomena occurring along the trailing edge of
the frontal fins. This indicates that the method-
ology presented allowed grid refinement charac-
teristics similar to those found in unstructured
meshes, without the inconvenience of indirect ad-
dressing as described in Long [16].
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