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Abstract

Dynamic characteristics of one-dimensional periodic and nearly periodic structures are investigated. Each substructure has a mass and a grounding stiffness. The connection between substructures are achieved by harmonic and anharmonic nearest neighbor interactions. Harmonic and anharmonic interaction potentials result in linear and nonlinear coupling stiffnesses, respectively, between the substructures. Periodicity is deliberately broken by designing small disorder either in the linear coupling stiffness or in the grounding stiffness. Modal analysis is performed for the linearized behavior of the structure. Principal component analysis is utilized for the nonlinear behavior of the structure which is in thermodynamic equilibrium. It is found that nonlinear interactions delocalize the modes associated with lower frequencies, especially if the disorder is designed in the grounding stiffness.

Introduction

One-dimensional (1D) periodic structures are ubiquitous in the area pertinent to the modeling of engineering structures. A periodic structure contains a modular repeat unit with a mass and a stiffness called grounding stiffness. In 1D periodic structures, repeat units are aligned along a line and connected with springs which may be linear or nonlinear. It was first shown in solid state physics by Anderson that presence of disorder in periodic lattices results in localized eigenstates. Later, Hodges utilized this finding in structural vibrations. The author show that distortion of the strict periodicity of a given continuous structure with a small disorder results in normal mode localization. The reader is referred to the review by Ibrahim for developments within the last decade.

An important consequence of this phenomenon for practical applications would follow if one were to determine under what circumstances disorder has a similar effect to damping in that the propagation of vibrations from the external source is confined. In other words, deliberate utilization of disorder may act as a passive controller. Along the same line of thought, the similarities and differences between disorder and structural damping was explored by Langley by comparing the attenuation factors produced for each case. Statistical investigations were presented by Pierre and his collaborators and references cited therein. Effects of disorder in multistrip beams were also undertaken by Pierre and Bendiksen and his collaborators who had also initiated the localization applications in aerospace structures and studied applications on large space structures. Recently, Pierre and his co-worker have taken another path in that they have calculated Lyapunov exponents of the wave transfer matrix of the disordered periodic linear system.

Literature covering studies which are involved in studying effects of nonlinear interactions on the localization is meager. Zaslavsky and his collaborators established an analogy between the disorder in particle chains and dynamical problem of transition to chaos. Vakakis and his co-workers used multiple-scales analysis to show the existence of localized modes due to nonlinearity in the grounding stiffness in a periodic structure with cyclic boundary conditions.

In this study, our main aim is to understand the effect of nonlinearity to the localization behavior observed for the linear 1D periodic structure. Nonlinearity is introduced in the nearest neighbor coupling with the aid of a fourth order interaction potential. The similitude between the modal analysis of the linearized system and the principal component analysis of the nonlinear system is employed. In order to
set the stage for the nonlinear analysis, modal analysis for the linearized system is performed first. A global measure is defined using the linear mode shapes which quantifies the distortion in the eigenvectors (mode shapes) due to disorder in coupling or grounding stiffness. The same form of the measure is preserved for the nonlinear analysis; the linear mode shapes are replaced by the eigenvectors of the covariance matrix. Thus, the effect of nonlinearity is manifested in the comparison of these two measures defined for the linear and for the nonlinear cases. In what follows, first, the model and the methodology employed in this study are clarified. The results obtained from the calculations are then discussed. The main finding is that nonlinearity in the coupling stiffness delocalizes the modes, which are localized due to disorder in the grounding stiffness, associated with the lower frequencies. In addition, nonlinearity in the coupling lessens the amount of distortion which is created by the randomness in the coupling stiffness, again for lower frequencies. Concluding remarks along with the ongoing studies is placed at the end.

Method

In this study, linear and nonlinear dynamics of 1D periodic and nearly periodic structures (Figure 1) are investigated. Nonlinear behavior of the system is achieved by introducing a quartic nearest neighbor interaction potential between the substructures. In the linear coupling case, modal analysis is performed; whereas for the nonlinear coupling analysis, principal component analysis is utilized. First, the linear analysis technique is outlined; after that the methodology followed for the nonlinear analysis is explained.

Linear Coupling of the Substructures

In this case, the system consists of \( m \) substructures with equal masses \( M_i \) and equal grounding stiffnesses \( k \). The interaction between the substructures are accomplished by linear nearest neighbor interactions. Let the coupling stiffness of this interaction be \( k_c \). Both ends of the chain are fixed. Connections of the substructures to the fixed ends are also achieved by the coupling stiffness \( k_c \). In this case, the total energy of the system may be written as

\[
E_i = \frac{m}{2} p_i^2 + \sum_{i=1}^{m+1} \frac{1}{2} k_c (q_i - q_{i-1})^2
\]

(1)

where \( q_0 = q_{m+1} = 0 \) due to fixed ends. Here \( q_i \) and \( p_i \) are the displacement and the momentum of the \( i \)th substructure, respectively. In the system, disorder is designed in coupling and in grounding stiffness by redistributing these stiffnesses with a uniform random distribution about their mean values which are equal to those of the perfect system. The dynamic characteristics, natural frequencies and the mode shapes, of the perfect and disordered linear system may then be obtained by solving the following eigenvalue problem

\[
(-\omega^2 M [I] + [K]) [\psi] = 0
\]

(2)

where \( \omega \) is the natural frequency, \( [\psi] \) is the corresponding mode shape, \([I]\) is the identity matrix and \([K]\) is the stiffness matrix of the whole structure. The stiffness matrix is tridiagonal whose \((i-1, i), (i, i), \) and \((i, i+1)\)th elements are \((- k_c)\), \((k_c + k_{c+1} + k_{c+i})\), and \((-k_{c+i})\), respectively. For the perfectly periodic system \( k_c = k_{c+1} \).

Nonlinear Coupling of the Substructures

In addition to the harmonic, \textit{i.e.,} second order, nearest neighbor interaction in the potential, an anharmonic, fourth order nearest neighbor interaction between the substructures is considered. The total energy of the system can then be written as

\[
E_{NL} = E_L + \sum_{i=1}^{m+1} \frac{1}{2} \alpha (q_i - q_{i-1})^4
\]

(3)

where \( q_0 = q_{m+1} = 0 \) and \( \alpha \) is the coefficient related to the nonlinearity. The equations of the motion may be obtained via Hamilton equations, \textit{viz.},

\[
\dot{q}_i = \frac{\partial E_{NL}}{\partial p_i}
\]

\[
\dot{p}_i = -\frac{\partial E_{NL}}{\partial q_i}
\]

(4)

where overdot denotes differentiation with respect to time. The time evolution of each substructure of the system can be obtained by
solving eq 4. Time series obtained for displacements or momenta may be expressed in a matrix of the form

$$A = [a_1 \ a_2 \ \ldots \ a_n] \quad (5)$$

Here $a_i$ is the column vector characterizing the instantaneous position or momentum of the structure; it consists of $m$ coordinates of each substructure recorded at time $t_i$, $1 \leq i \leq n$. This so-called trajectory matrix $A$ is decomposed into the product of three matrices by the singular value decomposition technique.

$$A_{mxn} = U_{mxm} \Sigma_{mxm} V_T^{Tmxn} \quad (6)$$

Here the subscripts denote the sizes of the matrices, $\Sigma$ is a diagonal matrix, the elements $\sigma_i$ of which are called the singular values of $A$, $1 \leq i \leq m$.

Using eq 5, one can also obtain the covariance matrix

$$C_{mxm} = \frac{1}{n} A_{mxn} A_T^{Tnxm} = \frac{1}{n} U_{mxm} \Sigma^2 U_T^{Tnxm} \quad (7)$$

where $(1/n)$ is a normalization constant. This representation may be called the spectral decomposition of matrix $C$. The analysis associated with the spectral decomposition of the covariance matrix is usually called principal component analysis. In eqs 6 and 7, $U$ is an orthonormal matrix; it may be called the left singular matrix of the trajectory matrix $A$ or the eigenvector matrix of the covariance matrix $C$. The columns of which are the left singular vectors of $A$ or, equivalently, the eigenvectors of $C$. Each left singular vector, or eigenvector, represents a new base vector spanning a singular direction of the lower dimensional subspace relevant to the intrinsic dynamics of motion. The columns of $V$ are the corresponding right singular vectors of $A$. $V$ is normalized, i.e., $V^T V = I$, where $I$ is the identity matrix. $U^T A$ gives the projections of the instantaneous positions $a_i$ along the new base vectors. The elements of $\Sigma$ are presented in descending order along the diagonal, as $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_m$. The $i$th element $\sigma_i$ represents the amplitude of motion along the $i$th singular direction.

Using instantaneous momentum, $p_i$, for each substructure and constructing the covariance matrix with momenta, one can derive the entries of the covariance matrix as

$$C_{ij} = \left< p_i \frac{\partial E_{NL}}{\partial p_j} \right> = T\delta_{ij} \quad (8)$$

where equality takes place if the system reaches equipartition. Here $T$ denotes the absolute temperature in the equilibrium. In this case, eigenvalues of the covariance matrix are equal to each other, and they are equal to $T$. The left singular matrix of $A$ becomes the identity matrix. Therefore, we first employ the instantaneous momentum of the structure and show that the system has reached equipartition. After that, we take the instantaneous position of the structure and perform the decomposition once more with position coordinates so as to identify how the effects of disorder are changed when the nonlinear system is ergodic.

### Calculations and Results

A 1D chain consisting of 16 substructures is considered. Both ends of the chain are fixed. Susceptibility of the structure to localization depends on the degree of coupling between the substructures. Weak coupling (low $k_c$) results in strong localization manifested in the rearrangement of the displacements for each substructure as it may be observed from the eigenvectors of the system. In order to create strong localization, the grounding stiffness, $k$, and the mass, $M$, are set to unity, while the coupling stiffness, $k_c = 0.01$.

Three different disordered configurations are designed by uniform random distribution of the grounding or coupling stiffnesses about their mean which are the same as the perfect case. In the first two configurations, the randomness is given to the coupling stiffness, $k_c$. The last configuration contains the random distribution for the grounding stiffness $k$. The following ratio is defined so as to measure the degree of randomness: $\mu_{k_c}/m_{\nu}(k_c)$. Here $\mu$ is the standard deviation with subscripts designating the variable to which randomness is built in, and $m_{\nu}(k_c)$ stands for the mean of a variable that is between the parenthesis followed $m_{\nu}$. For the first configuration, which is hereafter
called case (a), this ratio is equal to 0.213, while for the second case, which is hereafter called case (b), the ratio is one half of the first. In the third case, which is hereafter called case (c), on the other hand, the numerical value of the ratio for the first case is preserved satisfying \( \mu_{kc}/m_e(k_c) = \mu_k/m_e(k_c) \).

The reason for observing this equality is the following: the results indicated that the dynamic characteristics found are insensitive to changes that may be made in the mass of the substructure and they are almost (excluding the differences with three orders of magnitude) insensitive to the value of the grounding stiffness.

The dynamic characteristics, natural frequencies and the associated mode shapes, both of the perfect and of the disordered chains are obtained. Two measures are defined to distinguish the differences between the perfect and disordered configurations, (a), (b), and (c). The first is defined to measure the contribution of each natural frequency to the whole frequency spectrum

\[
\kappa_i = \omega_i^2/\text{tr}(\lambda^2) \tag{9}
\]

where \( \omega_i \) is the natural frequency of the ith mode, \( \lambda \) is the eigenvalue matrix, and \( \text{tr}(\cdot) \) denotes the trace operation. The second measure calculates the difference created in the eigenvectors (mode shapes) due to disorder

\[
e_i = \left( \overline{\Delta \psi_i^2} \right)^{1/2}/\left( \overline{\psi_i^2} \right)^{1/2} \tag{10}
\]

where \( \Delta \psi_i \) is the difference between the perfect and the disordered eigenvectors probed at each substructure for the ith mode; the overbar, \( \overline{\cdot} \), denotes the averaging over the substructures. Therefore, \( e_i \) is the average difference for the ith mode.

In Figure 2, \( \kappa_i \), the normalized frequency spectrum is plotted for the four different configurations; perfect, and three disordered configurations, (a), (b), and (c). It may be observed from the figure that the perfect frequency spectrum is not distorted due to randomness in coupling or in grounding stiffnesses. Due to low coupling stiffness, the frequency band of the spectrum is very much narrow in that the highest frequency differs from the lowest one by only five percent. Only observable difference between the perfect and the random case occurs for the case (a) where the randomness is given to the coupling stiffness. The most pronounced difference is at the highest end of the spectrum. Weaker disorder for coupling stiffness and disorder in the grounding stiffness do not produce significant differences from the perfect frequency spectrum.

In Figure 3, \( e_i \), the averaged normalized RMS differences of the eigenvectors for each mode from the perfect case are shown for three disordered configurations, (a), (b), and (c). Despite the insensitivity observed to the disorder in the frequency spectrum, the eigenvector distributions are affected by the randomness in the coupling stiffness, cases (a) and (b), and in the grounding stiffness, case (c). In curve (a), the disorder is in the coupling stiffness with \( \mu_{kc}/m_e(k_c) = 0.213 \). It may be deduced that the lower modes are not changed as much as the higher modes. Approximately a linear trend of degree of distortion from the lower to the higher modes is observed from the figure. The associated eigenvector distributions for each mode along the substructure confirm this observation. The most localized modes are those associated with the highest end of the frequency spectrum. In curve (b), the randomness is again in the coupling stiffness with one half of the \( \mu_{kc}/m_e(k_c) \) ratio used in the curve (a).

It is seen that the linearly increasing trend in the deformity of the eigenvector distribution may not be observed any more. The most localized modes are still associated with the highest frequencies, however, the deformity in the eigenvectors associated with the lower frequencies are decreased. In curve (c), the disorder is created in the grounding stiffness, \( k_c \), with \( \mu_{kc}/m_e(k_c) = \mu_k/m_e(k_c) \). In contrast with the first two cases, the distortions for the eigenvector distribution take place for the modes related both with the lower end and with the higher end of the frequency spectrum. Symmetry is broken in the curve (c) due to the coupling stiffness. The results displayed in Figure 3 are obtained by averaging over eight different configurations for each curve. Different configurations are created by taking eight different seed numbers while distributing uniform random variables for the stiffnesses in the cases (a), (b), and (c). Note that for each configuration \( \mu/m_e \) ratio is still constant.
Next, a small nonlinearity with a fourth order potential between the nearest neighbors is added to the energy, which is given by eq 3. The coefficient pertinent to the nonlinearity, σ, is selected to be one order of magnitude less than the coupling stiffness k_c so that α = 0.001. The nonlinear system with 16 substructures is integrated numerically by the Bulirsch-Stoer method. With this integration scheme, the total energy of the system is preserved up to eight digits during the simulation at each time step. The system is integrated until the equipartition is reached. Thus, the nonlinear analysis is performed on the equilibrated structure.

In Figure 4, in similitude with Figure 2, the normalized spectrum of the eigenvalues of the covariance matrix (or, equivalently, singular values of the trajectory matrix) is displayed. Here, the logarithm of the normalized singular spectrum is plotted so as to display the deviations of the higher singular values from zero. To calculate the numbers in the figure, Ω_n is replaced by Σ_n and λ is replaced by Σ in eq 9. The same four configurations as in the linearly coupled substructures is considered. No random distribution is considered for the nonlinearity coefficient. It may be seen from the figure that the normalized spectrum of the singular values are insensitive to the disorder fabricated in the system as in the normalized spectrum of the natural frequencies in the linearly coupled substructures. The contribution of the first, second, and the third singular modes to the whole singular spectrum is 60, 16, and 7 percent, respectively.

In Figure 5, the averaged normalized differences in the left singular vector (or, equivalently, the eigenvector of the covariance matrix) from the perfect case for each mode is shown for three disordered configurations, (a), (b), and (c). To calculate the numbers in the figure, ΔΨ_j's in eq 10 are now the left singular vectors pertinent to each singular mode. Although the singular spectrum is not affected by the deviations from the perfect structure, the randomness in the coupling stiffness and in the grounding stiffness do affect the singular vector distributions. In parallelism with Figure 3, in curve (a), the disorder is in the coupling stiffness with μ_kc/μ_m(k_c) = 0.213. It may be inferred that the lower modes are not changed as much as the higher modes like in the linear coupling case. A linear trend of degree of distortion from the lower to the higher modes can be observed until the very end of the modal spectrum. An immediate jump in the distortion takes place at mode number 15. However, the overall degree of distortion is lower than the linear case, which may be found from the scaling of the figure margins.

In Figure 5, the other two cases, too, both qualitatively and quantitatively differ from Figure 3. In curve (b), the randomness is in the coupling stiffness with one half of the μ_kc/μ_m(k_c) ratio used in the curve (a). It is seen that the increasing trend in the distortion of the eigenvector distributions from the perfect case is not preserved when the nonlinearity is added. The increase in the distortion is achieved until the mid-spectrum, after that it stays approximately constant. Thus, for lower μ_kc/μ_m(k_c) ratio, the number of localized modes broadens along the higher half of the modal spectrum. Another enchanting difference from the linear coupling takes place in the third configuration. In curve (c), the disorder is created in the grounding stiffness, k, with μ_k/μ_m(k_c) = μ_kc/μ_m(k_c). It may be recognized that the localized modes obtained at the lower end of the frequency spectrum in the linear coupling case disappear for the nonlinearly coupled substructures. In other words, perfect nonlinear coupling between the substructures delocalizes the modes at the lower end of the spectrum which are created by the random grounding stiffness configuration with linear coupling of substructures. In addition, the most pronounced distortion from the perfect case occurs not at the very end, but some distance to the end of the spectrum. Not shown in this work, the same qualitative picture as in curve (c) of Figure 4 is also obtained when random distribution is considered for the mass of substructures. Note that Figure 5 is not obtained by averaging over different configurations as opposed to Figure 3. However, from preliminary calculations, it is noticed that some smoothing in each curve will take place not invalidating the conclusions drawn here. Not also displayed here, it is also found that longer chains with higher number of substructures behave similarly.
Concluding Remarks

In this study, two different measures are introduced to quantify the differences in dynamic behavior between perfectly periodic and nearly periodic structures in which a small randomness is designed. For linearly coupled substructures, the first measure is related to the contribution of each natural frequency to the whole frequency spectrum. The second measure is associated with the mode shapes. For each mode, it evaluates the RMS distortion of the mode shape of the disordered structure from that of the perfect one. For nonlinearly coupled substructures, the same measures may be used with different physical parameters pertinent to the mechanics of the problem. In the nonlinear case, eigenvalue problem of the characteristic matrix is needed to be converted to that of the covariance matrix which consists of the displacements of the structure. Note that the covariance matrix is obtained when the structure reaches equipartition. Thus, for the nonlinear case, natural frequencies are replaced by the eigenvalues of the covariance matrix for the first measure; mode shapes are replaced by the eigenvectors of the covariance matrix for the second measure.

It is found that the first measure, related with the eigenvalues, cannot distinguish the differences between the periodic and disordered structures both in linear and in nonlinear structure. However, the second one, related with the eigenvectors, do reflect the changes made in the structure. The results obtained from the second measure indicated that nonlinear nearest neighbor interactions delocalizes the modes corresponding to lower frequencies. The most pronounced delocalization occurs if the localized modes for the linear structure is obtained by designed-in disorder in the grounding stiffness. In addition, nonlinearity keeps the distortion almost constant at the higher half of the frequency spectrum for weaker randomness given to coupling stiffnesses. As far as ongoing studies are concerned, the equilibrium probability distributions have already been calculated; the entropic differences are now being evaluated. Concurrently, forced response of the linear and nonlinear structures are being studied. In the forced response analysis for structures which are perfectly periodic and with small disorder, the susceptibility in the statistical-mechanical sense is our additional measure to be investigated.
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Figure 1. One-dimensional nearly periodic structure with m substructures. Each substructure has a mass M and grounding stiffness k_i. Substructures are connected with linear or nonlinear coupling stiffness, k_{ci}.

Figure 2. Normalized natural frequency spectrum for perfect and disordered structures calculated by eq 9. Please see the text for definitions of the disordered configurations (a)-(c).

Figure 3. RMS deviations of the eigenvectors from the perfect case calculated using eq 10 for each mode. Curves (a), (b) and (c) represent three disordered configurations.
Figure 4. Normalized singular value spectrum for perfect and disordered structures calculated by eq 9 for three disordered configurations (a)-(c).

Figure 5. RMS deviations of the eigenvectors of the covariance matrix from the perfect case calculated using eq 10 for each mode. Curves (a), (b) and (c) represent three disordered configurations.