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Abstract

A combined experimental and computational research program for testing and guiding turbulence modeling within regions of separation induced by shock waves incident on turbulent boundary layers is described. Specifically, studies are made of the separated flow over the rear portion of an 18% thick circular-arc airfoil at zero angle of attack in high Reynolds number supercritical flow. The measurements include distributions of surface static pressure and local skin friction. The instruments employed include high-frequency response pressure cells and a large array of surface hot-wire skin-friction gages. Computations at the experimental flow conditions are made using time-dependent solutions of ensemble-averaged Navier-Stokes equations, plus additional equations for the turbulence modeling.

Nomenclature

\[ x = \text{distance along chord from leading edge} \]
\[ \Delta x = \text{effective length of skin-friction gage} \]
\[ y = \text{distance from surface normal to chord} \]
\[ y_{DS} = \text{location of separation streamline} \]
\[ \delta = \text{thickness of viscous region} \]
\[ \delta^* = \text{incompressible displacement thickness (Eq. (5))} \]
\[ \varepsilon = \text{eddy diffusivity} \]
\[ u_w = \text{viscosity at the airfoil surface} \]
\[ \nu_{\infty} = \text{kinematic viscosity in the free stream} \]
\[ \rho_{\infty} = \text{free-stream density} \]
\[ \rho_w = \text{density at the airfoil surface} \]
\[ \tau_w = \text{surface shear stress} \]
\[ \tau_{w_0} = \text{surface shear stress on surface with constant pressure} \]

Introduction

An understanding of the fluid-dynamic mechanisms controlling the separation of boundary layers from aerodynamic surfaces is of major importance in aeronautics. The forces and moments on aerodynamic bodies at angle of attack and the performance of diffusers within wind tunnels or aircraft engines are often governed by the existence and location of separation. Thus, the prediction of the position of the onset, the behavior of the boundary-layer separation, and the reattachment processes have occupied the fluid mechanics community for many years (e.g., Ref. 1). Until recently, however, the techniques of predicting separation have been quite approximate, at best involving iteration between essentially inviscid and viscous regions of the flow field. In this iteration process the viscous region is tightly coupled to the inviscid region, whereas the reverse is not true. This unequal sensitivity had led to numerical difficulties, and the iterative process is not generally successful.

Recent developments in computer technology and numerical analysis, however, have made it possible to avoid this iterative process by permitting the time-dependent solution of the full Navier-Stokes equations for the entire flow field. For two-dimensional laminar boundary layers, these solutions have been found to be quite accurate. When attention is turned toward turbulent boundary layers with eddy viscosity representations of the Reynolds stress terms in the ensemble-averaged Navier-Stokes equations, it is found that these empirical methods, so useful for equilibrium boundary layers, do not work well when separation occurs.
In an effort to improve turbulence modeling for boundary layers separating at sonic flight speeds, the Ames Research Center has initiated concomitant programs in experimental and numerical fluid dynamics in which the experimental results are used to help guide the development of turbulence models.

The first part of this program was reported in Ref. 7. The experiment involved the measurement of the static pressure distribution over the surface of an 18祖国 circular-arc airfoil in the free-stream Mach number range from 0.7 to 0.79 for a range of Reynolds numbers. These measurements were supplemented by flow visualization with surface oil streaks and shadowgraphs. The airfoil was tested in the Ames High Reynolds Number Channel, a facility that has top and bottom walls contoured to the shape of the streamlines computed to exist one-half the channel height away from the chordline of the airfoil in an inviscid flow for a specified design Mach number. The Reynolds numbers employed in the experiment were as high as \(17 \times 10^5\), based on free-stream flow conditions and the chord length. At the highest Mach number tested, the standing shock waves on the airfoil only extended two-thirds of the distance to the Kontoured walls so that wind-tunnel blockage was not a factor in these experiments. In parallel with the experiments, computations of the flow field about the airfoil were performed through time-dependent solutions of ensemble-averaged compressible Navier-Stokes equations in finite-difference form. The turbulence models used in these calculations included the usual algebraic formulations for eddy viscosity, which imply the turbulence is in equilibrium with the mean flow, and semi-empirical turbulence lag models that attempt to account for turbulence history. In addition, some unique eddy viscosity formulations were required in the separated region downstream of strong standing shock waves; these are presented in the present paper in the section devoted to the flow-field computations.

In Ref. 7 detailed comparisons were made between the measured and computed surface pressure distributions for two Mach numbers at a chord Reynolds number of \(4 \times 10^5\). In either case, a standing shock wave terminates the supercritical flow, that is, the supersonic flow region that develops adjacent to the airfoil. At \(M_a = 0.74\), the standing shock wave is too weak to separate the boundary layer, and separation only occurs very close to the trailing edge where the pressure rises quite rapidly. The computations, with the different eddy viscosity models of turbulence, predicted shock-wave locations about 5-10% of the chord downstream of the actual location. Modifications of the turbulence model that improved the prediction of the shock-wave location resulted in too low a pressure recovery at the trailing edge. At \(M_a = 0.79\), the standing shock wave induced separation at about \(x/c = 0.675\). When the turbulence models were adjusted in an attempt to fix the standing shock wave where the experimental wave is located, the predicted pressure recovery in the separated region was much too high.

Surface pressure distributions, while contributing to an overall assessment of the accuracy of a specific turbulence model computation for a given flow condition, contain insufficient information to guide improvements necessary in the turbulence model. Traditionally, this guidance has been provided by detailed mean velocity surveys through the boundary layer (e.g., Refs. 10 through 14), with the measurements close to the surface being particularly useful. Because the current experiment involved a very small model operating at a high unit Reynolds number \((80 \times 10^5/m)\), the boundary layers on the model were too thin (0.4 mm) to survey with impact pressure probes, hot wires, or a laser doppler velocimeter in either the viscous sublayer or the fully turbulent wall region of the boundary layer. Further, intrusive probes, such as impact pressure probes or hot wires, together with their support mechanisms, were considered possible sources of flow interference at the transonic-flow conditions of the present experiment. To avoid such interference and, yet, to gain insight into the mechanisms taking place within the boundary layer close to the surface, reliance was placed on measurements of the local skin friction.

The flush heated wire gage described in Ref. 15 was particularly suited to the task of measuring the local skin friction because of its compact configuration and insensitivity to streamwise pressure gradients that would occur on the airfoil. A design decision had to be made as to whether the individual gages would be (1) mounted on buttons that could be calibrated in channel flows and then placed in cavities on the wing surface; or (2) mounted directly on the surface of the wing and calibrated indirectly by operating the wing under conditions where boundary-layer calculations of local skin friction were expected to be accurate. The latter option was adopted as the simpler approach, and one which could yield an aerodynamically smoother surface. Thus, in effect, the gages read skin-friction values relative to those that existed on the wing at free-stream Mach numbers where the external and boundary-layer flows were believed to be understood.

Since all the instrumentation employed in the present investigation had response times of less than 0.01 sec, dynamic as well as static measurements were taken to determine if shock-induced separations that appear to be steady were really so. Thus, dynamic measurements of skin friction are presented.

Because the experiment described herein utilized the same facility reported thoroughly in Ref. 7, the experimental emphasis here will be on the skin-friction model. For completeness, the turbulence model used in the calculations presented in this report is given in detail because it forms the basis for some discussion of the results. Finally, the dynamic behavior of the surface measurements is discussed.

**Experimental Procedures**

Ames High Reynolds Number Test Channel

The Ames High Reynolds Number Test Channel was used for the skin-friction experiments described. The channel consists of a large high-pressure air supply, a test section, and a large-volume vacuum vessel, described in detail in Ref. 7. A schematic diagram of the test section of the channel is shown in Fig. 1. The air enters the test section through a bellmouth, passes through the test section and a speed control region before entering the diffuser that leads to the vacuum vessel. For the current experiment, the pressure distribution and skin-friction airfoil models spanned the test section and were mounted from the side walls. The upper and lower test section walls were contoured as described in the previous section. In addition to the
contouring, the upper and lower walls of the test section could be pivoted about their leading edges to permit compensation for the displacement effects created by the boundary-layer growth on the four walls of the test section. The Mach number in the channel was controlled by adjusting the flow area in the speed control section with inserts in the top and bottom walls and by translating a wedge axially along the test section centerline.

The air and vacuum supplies of the Ames High Reynolds Number Channel are adequate to permit operation at a relatively high unit Reynolds number of $85 \times 10^6/m$ for a maximum period of 45 sec. During this time interval, Joule-Thompson cooling of the air supply causes the stagnation temperature of the facility to drop by about 10°C.

### Experimental Models

Two models having identical external configurations were utilized in the experiment. Each is a circular-arc airfoil, 18% thick, with a chord length of 0.2032 m. The first model, designed for measurements of the pressure distribution about the model, was made of steel with a surface finish of 0.000813 mm. The model contained 47 pressure taps on one surface and 3 on the other side to allow aligning the airfoil to an angle of attack of 0°. Details of this model and of the pressure distribution experiment are given in Ref. 7. The second model, used for this skin-friction experiment, contained 7 pressure taps in addition to an array of 30 hot-wire skin-friction gages set into blocks of plastic. The purpose of the pressure taps was to ensure an alignment of the model to a 0° angle of attack and to verify that the pressure distribution on the skin-friction model, at a few discrete stations, agreed with the pressure measurements at the same stations obtained on the pressure distribution model for the same free-stream conditions and top and bottom test section wall settings. Although the models spanned the test section of the channel, the flow field in the vicinity of the center span of the model away from the side-wall boundary layers was found to be two-dimensional, even under conditions where large regions of separation occurred over the airfoil and on the side walls.

The schematic drawing of the skin-friction model, presented in Fig. 2, shows the sections of two rather large cavities in the model (shaded areas) containing polystyrene plastic (rexolite) that was molded into place and which supports the lead-in wires and the skin-friction gage wire elements.

### Skin-friction model instrumentation

<table>
<thead>
<tr>
<th>Wire no.</th>
<th>Wire x/c</th>
<th>Pressure orifices x/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.276</td>
<td>0.651</td>
</tr>
<tr>
<td>2</td>
<td>0.292</td>
<td>0.676</td>
</tr>
<tr>
<td>3</td>
<td>0.308</td>
<td>0.713</td>
</tr>
<tr>
<td>4</td>
<td>0.324</td>
<td>0.744</td>
</tr>
<tr>
<td>5</td>
<td>0.437</td>
<td>0.775</td>
</tr>
<tr>
<td>6</td>
<td>0.453</td>
<td>0.805</td>
</tr>
<tr>
<td>7</td>
<td>0.469</td>
<td>0.821</td>
</tr>
<tr>
<td>8</td>
<td>0.484</td>
<td>0.836</td>
</tr>
<tr>
<td>9</td>
<td>0.500</td>
<td>0.851</td>
</tr>
<tr>
<td>10</td>
<td>0.516</td>
<td>0.866</td>
</tr>
<tr>
<td>11</td>
<td>0.531</td>
<td>0.881</td>
</tr>
<tr>
<td>12</td>
<td>0.547</td>
<td>0.896</td>
</tr>
<tr>
<td>13</td>
<td>0.562</td>
<td>0.911</td>
</tr>
<tr>
<td>14</td>
<td>0.589</td>
<td>0.926</td>
</tr>
<tr>
<td>15</td>
<td>0.621</td>
<td>0.941</td>
</tr>
</tbody>
</table>

Photographs of the model are shown in Figs. 3 and 4. The dull spanwise streaks are filled cavities that contain tubes leading to the pressure taps. The wires composing the skin-friction gages were placed on the surface of the plastic inserts in a direction normal to the streaks between pairs of lead-in posts, and epoxy plastic was molded in between the wires as shown in the inset on Fig. 2. This technique for construction of the skin-friction gages is identical with that described in Ref. 15. On the current model the gage wires were made of platinum having a diameter of 0.0254 mm and lengths in the spanwise direction of about 6.35 mm. One problem with this type of model construction is the maintenance of an aerodynamically smooth surface at the joints between the polystyrene and steel, and in the epoxy between the individual wire gages. Because of the relative softness of the plastic surfaces and the rather delicate nature of the wire gages, it was decided to make surface contour measurements without actually touching the surface. A low-intensity, but narrow laser light beam was projected on the surface of the model and the position of the reflection was noted on a screen across the laboratory. The local surface angle of the model was determined from the geometric arrangement of the laser, model, and screen. From these measurements it was a simple matter to deduce surface waviness or roughness heights of about 0.0004 mm. It was found that the model had a waviness of less than 0.004 mm in an average distance of 3.18 mm between the wire gages (see inset in Fig. 2). The step heights in the
The buried-wire skin-friction gages used in this experiment are still in the development stage; therefore, their calibration was conducted as an intimate part of the main experiment. Details of the calibration procedure and related discussion are given in the results section.

Computational Method

The computations of the flow field about the airfoil at $M_e = 0.788$, where boundary-layer separation is induced by the shock wave, were performed using a form of the computer program described in Ref. 9. The computer program utilizes an explicit finite-difference method to solve the time-dependent, two-dimensional ensemble-averaged Navier-Stokes equations applicable to compressible turbulent flows. The turbulence is modeled with an algebraically expressed eddy diffusivity model, termed Model 3 in Ref. 9. This model assumes that the turbulence is in equilibrium with the local mean flow. With reference to the following sketch, the eddy diffusivity expressions for the various regions indicated are as follows:

![Diagram](image)

**Inner region I**

\[
\epsilon = \bar{\nu}^2 \left[ \frac{\partial u}{\partial y} \right]^2 + \left( \frac{\partial v}{\partial x} \right)^2 \right]^{1/2}
\]

where

\[
\bar{\nu} = 0.41 \sqrt{y(1 - \exp(-y/A))}
\]

and

\[
A = \frac{26 \bar{u}_w}{\bar{c}_w} \sqrt{\rho_w / \tau_w}
\]

This is essentially the classical von Briesen model for the inner portion of a turbulent boundary layer. The term $\partial v / \partial x$ has been added to Eq. (1) to account for departures from true boundary-layer flow as the point of separation is approached. The von Briesen damping length $A$ is expressed identically as on a flat plate, with no account being made for the effect of surface pressure gradients as is suggested, for example, in Ref. 10.

**II Outer region of boundary layer and wake**

\[
\epsilon = \frac{0.0168 \bar{u}_w \delta^*}{1 - [(y - \gamma_{DS}) / \delta]^5}
\]

where $\gamma_{DS}$ is the location of the streamline boundary of the separated region and $\delta$ is the overall thickness of the viscous region. The displacement thickness $\delta^*$ is defined as

\[
\delta^* = \int_{\gamma_{DS}}^{\delta} (1 - u/u_\infty) \, dy
\]
Equation (4) is based on the Clauser model, but accounts for intermittency of the turbulence in the wake with the term containing $y$. The usual definition of $y^+$ is modified with the lower limit of integration moved from the surface to the separation streamline $y_{DS}$.

III Separation bubble wall region

\[ \varepsilon = 0.0168 \mu \frac{y}{y_{DS}} \left[ 1 - \exp(-y/A) \right]^2 \]  \hspace{1cm} (6)

IV Separation bubble wake region

\[ \varepsilon = 0.0168 \frac{y}{y_{DS}} \]  \hspace{1cm} (7)

Discussion of Results

Surface Pressure Distribution

The transonic flow over the circular-arc, 18\%-thick airfoil was studied in Ref. 7 with the pressure distribution model for a rather extensive range of Mach and Reynolds numbers. In these experiments, the upper and lower walls of the channel were contoured to conform to the free streamlines that would exist over this airfoil for free flight in an inviscid fluid at $M = 0.775$. The channel walls and their positioning were kept constant for all the Mach and Reynolds numbers of the tests. Mach number was controlled by adjusting the dimensions of a downstream nozzle throat and the position of the translating wedge (see Fig. 1). The Reynolds number was controlled by setting the stagnation pressure. The stagnation temperature is uncontrolled, but remained close to ambient and was continuously monitored. Supercritical flow, where the local velocity at the surface of the airfoil exceeds the local sonic velocity, was found to occur above $M = 0.71$. Between $M = 0.76$ and $0.78$, an unsteady, asymmetric periodic flow occurred. At Mach numbers below the unsteady flow regime the boundary layer remained attached until the trailing edge was approached; in the unsteady regime, separation alternately switched from the trailing edge to the base of the shock wave; and above $M = 0.78$ separation was fixed at the base of the shock wave.

Since the objective of the present experiment was to define the local skin friction for the case of nominally steady shock-induced separation, it was necessary to test at a Mach number greater than 0.78. Thus, the skin-friction experiments were conducted at $M = 0.783$ for chord Reynolds numbers ranging from $8 \times 10^6$ to $14.3 \times 10^6$. For calibration of the skin-friction gages, the skin-friction model was also run at $M = 0.682$ where the flow is subcritical and boundary-layer theory can be expected to apply over almost all of the airfoil with reasonable accuracy. Because the Mach numbers employed in these tests differ from that used to design the contours of the upper and lower walls, and also because viscous effects including the rather large separation zones would also cause the actual streamlines away from the airfoil to deviate from those based on inviscid theory, it cannot be expected that the pressure and skin-friction distributions measured in this experiment would conform closely to free-flight conditions. It would be expected, however, that the behavior in the two types of flows, that is, in the specific channel configuration and in free flight, would be sufficiently similar so that the separation mechanisms studied in one flow field would be representative of the other. In the channel, strict application of the computational method for calculating the turbulence separation on the airfoil requires introduction of the actual upper and lower wall contours as boundary conditions in the computer program. This is being done at present; however, the computer results given in this paper were based on free-flight conditions and when comparing the data and the computations this innate difference must be considered before drawing conclusions.

Representative surface-pressure distributions on the airfoil for the two test Mach numbers of this experiment are shown on Fig. 5. The ordinate is the pressure coefficient $C_p$ and the abscissa is the station represented as a fraction of the chord. The data for $M = 0.784$ and $Re_{ch} = 10.7 \times 10^6$ indicate shock-induced separation occurred at about $x/c = 0.675$. Beyond this station the pressure recovery is quite poor. The pressure measurements on the skin-friction model (filled symbols) show that the flow conditions over the two models could be reproduced quite well. The subcritical case is represented by the data at $M = 0.682$ and $Re_{ch} = 12.4 \times 10^6$. At this Mach number, significant pressure recovery occurs toward the trailing edge. Again, there is good agreement between the pressures measured on the pressure distribution and skin-friction models (open and filled symbols, respectively). The data obtained at other Reynolds numbers $(3.1 \times 10^6 \leq Re_{ch} \leq 14.3 \times 10^6)$ are quite similar to those shown in Fig. 5. The positions of separation indicated on the figure for the two test cases were determined from oil-film photographs.

Calibration of Skin-Friction Gages

The principle of the heated wire skin-friction gage requires that its dimension in the streamwise direction be small compared to the boundary-layer thickness. As the effective dimension of the gage is composed of the actual diameter of the heated wire plus the region of the substrate surface whose temperature is elevated because of the heat conducted upstream from the wire, it is necessary for the gage wire diameter to be very fine and for the substrate to have a very low thermal conductivity (Ref. 15 and 16). When these conditions are met, the heat transferred from the heated wire element forms a thermal boundary layer over the gage that lies within the viscous sublayer immediately adjacent to the surface. Because the flow here is
essentially laminar, the heat-transfer mechanisms are governed by the fluid properties and the velocity gradient normal to the surface, or skin friction, that exists just upstream of the gage. Thus, the power lost from the gage, per unit of temperature rise over the unheated airfoil surface at the same station, becomes a measure of the local skin friction.

The measurements of skin friction are sensitive to the local surface-pressure gradients as was shown in Refs. 15 and 17. Equation (5) of Ref. 15 contained a typographical error of one order of magnitude for the pressure gradient term. To correct that error, and to put the equation for pressure gradient effects into a form useful for the present experiment, the effect of pressure gradient is expressed as

\[
\tau_w = 1 - 0.312 \left[ \frac{(\Delta x/c)}{\left( c_f/2 \right) \Re \nu \Pr} \right]^{1/3} \frac{1}{c_f} \frac{dC_p}{d(x/c)}
\]  \hspace{1cm} (8)

where \( \tau_w \) is the actual shear and \( \tau_{wo} \) is the shear induced from the gage when the effects of surface pressure gradients are neglected. Incidentally, when the equations of Ref. 17 were put in the form of Eq. (8), the constant in the pressure gradient term was 0.344.

Equation (8) shows that a smaller \( \Delta x \) tends to reduce the effect of nonzero pressure gradients, though the effect of \( \Delta x \) is only to the 1/3 power. It also shows that at separation, where \( c_f \rightarrow 0 \), pressure gradients dominate the value of skin friction. To estimate the effects of pressure gradients in the present experiment, Eq. (8) was applied to two portions of the airfoil. At \( M = 0.784 \), Eq. (8) was evaluated at \( x/c = 0.64 \), the location of the foot of the shock wave. With estimated values of \( c_f = 0.003 \) and \( x/c = 3 \times (\text{wire diameter}) \), it was found that the resulting \( \tau_w \) was 3.2% lower than \( \tau_{wo} \), the value of shear stress that would be interpreted to exist when the effects of pressure gradient are ignored. In the region after separation, the pressure gradient was much lower, but skin friction magnitudes were also expected to be lower, for example, \( c_f \rightarrow 0.0003 \). Here errors introduced by neglecting the effects of pressure gradient were about 0.7%. These estimated errors were sufficiently small to lead to the decision to neglect surface-pressure gradient effects in the data reduction.

The first step in calibrating the skin-friction gages was to determine their electrical resistance as a function of temperature. This is needed in order to use the gages as resistance elements as well as heater elements. This step was accomplished by placing the skin-friction model in an environmental test chamber capable of maintaining temperatures between -150°C and 300°C. Two thermocouples were located on the plastic insert, one on the steel airfoil, and one in the air just above the plastic insert. A small fan inside the chamber circulated the air to minimize temperature gradients. As a consequence, the thermocouples showed departures from their mean temperature reading of only about 0.06°C. The resistances of the wires were read and recorded on the channel instrumentation system (electronic millivoltmeter plus magnetic tape recorders) so that the calibrations and application of the gages used the same read-out equipment.

The results of the electrical resistance calibration of the 30 skin-friction gages are shown on Fig. 6. For comparison, the resistance of a free wire loop of the same platinum wire used for the gages is also shown. The reference temperature was chosen to be 0°C, and measurements were made up to 75°C. It is observed that the wire gages mounted on the airfoil model showed greater changes of resistance with temperature than did the free wire. This is explained by the stretching of the mounted wires resulting from the polystyrene having a larger linear thermal expansion coefficient (7 × 10⁻⁵/°C) than does the platinum (0.69 × 10⁻⁵/°C). Although the wires gave individual readings of resistance change within about 1% of each other, the individual wire calibrations were used in the data reduction to account for the small differences in resistance that existed between the wires, and which could cause temperature differences of a few degrees if a single mean curve were used.

The skin-friction model was then mounted in the Ames High Reynolds Number Channel and the gage wires were electrically connected to be used either as resistance elements, for surface temperature measurements, or to be driven by standard constant temperature mode hot-wire equipment, where the instantaneous voltage required to maintain a prescribed heat was measured and recorded. As six DTS systems were available, only six wires were heated during any given run. This was not a serious limitation because it was shown in Ref. 15 that heating a gage immediately upstream of another gage could affect the latter's readings. For the measurement of the magnitude of skin friction, several wires were left unheated between the heated skin-friction gages to minimize the interference. This interference effect, in fact, is the basis of the separation detector explained in Ref. 15 and was used in the present experiment to define the sign of the skin-friction measurements in the separated zones. Unheated wires downstream of a heated gage indicated temperatures in excess of what would have been expected at that location in the absence of heating.

As stated earlier, boundary-layer computations, under conditions where boundary-layer theory is expected to give good indications of the skin friction, were used to "calibrate" the skin-friction gages. To gain some insight into the accuracy of this process, two different boundary-layer programs containing different turbulence models were compared for the subcritical pressure distribution \( M = 0.682 \) shown on Fig. 5.

One program, called Marvin-Shekser, is an extension of Ref. 18 that contains a two-layer algebraic eddy viscosity model similar to that of Ref. 10 and, thereby, assumes that the turbulence is
always in equilibrium with the mean flow. The second computer program allows for departures from equilibrium between the turbulence and the mean flow by introducing two differential equations for the intensity and scale of the turbulence.\textsuperscript{19} This latter program is an extension of the work of Saffman\textsuperscript{20} and, for reference, is called the Modified Saffman model. In its present form, it can also account for the streamline curvature along the surface of the airfoil as an option.

The distributions of skin friction that resulted from applying these programs to the airfoil with a pressure distribution corresponding to $M_\infty = 0.682$, Fig. 5, are shown in Fig. 7 for the case where the channel was operated at a total pressure of 60 psia. The Marvin-Sheaffer program required the positions of the beginning and the end of transition to turbulence to be specified. The transition locations were estimated from plots of the power lost per unit temperature rise, $I^2R/\Delta T$, recorded by the skin-friction gages. The location where the $I^2R/\Delta T$ began rising rapidly with distance along the chord was chosen as the point of onset of transition. The location of the end of transition was taken where the $I^2R/\Delta T$ reached a first maximum. When the skin-friction gage data at the four different stagnation pressures or Reynolds numbers were examined in this way, it was noted that transition onset could be represented reasonably well by a value of $Re_\infty = 523$ and the end of transition by $Re_\infty = 1567$. Of course, not all the data agreed exactly with these criteria but the data could be bounded, for example, on the high side by $Re_\infty = 666$ and $Re_\infty = 1699$ for the onset and end of transition, respectively. The results from the Marvin-Sheaffer program based on both sets of transition criteria indicate in Fig. 7 that skin friction downstream of transition is relatively insensitive to small changes in transition location. At the trailing edge the two calculations differ by about 10%, but it is not clear why differences caused by the location of transition near the leading edge of the airfoil would be largest farthest downstream from transition.

To show how sensitive the predicted skin friction is to the particular model of turbulence employed in the calculations, computations based on the Modified Saffman model are also shown on Fig. 7. Because the earlier Marvin-Sheaffer computations did not show much sensitivity to the transition locations, no particular care was taken to match the transition to the data. Transition was arbitrarily initiated at $x/c = 0.02$ and allowed to run its course within the computer program. One Modified Saffman curve includes the effect of the convex surface curvature of the airfoil whereas the other treats the airfoil boundary layer as one on a flat plate experiencing the pressure distribution occurring on the airfoil. A comparison of these two curves indicates that the effect of the convex surface curvature is to reduce the local skin friction by an amount that increases with distance along the airfoil surface, or more directly, the boundary-layer thickness. At the trailing edge, where the boundary layer is the thickest, the difference caused by the curvature is about 30% of the relatively small values of shear occurring there. At $x/c = 0.7$, the curvature effect is only about 5%.

From the curves shown in Fig. 7, it is observed that beyond $x/c = 0.3$, the region of interest in the separated flow test, the results of the Marvin-Sheaffer program and the Modified Saffman program with surface curvature agree to within 10%. Thus, either program could be used for “calibrating” the skin-friction gages; because the Marvin-Sheaffer program runs very quickly, it was used for evaluating the shear on the airfoil for channel total pressures of 15, 30, and 45 psia, in addition to the 60 psia values shown in the figure.

The skin-friction gage calibration process consisted of testing the airfoil at $M_\infty = 0.682$ at a series of Reynolds numbers. During each test, six widely separated skin-friction gages were heated and the power loss per unit of temperature rise ($I^2R/\Delta T$) within each heated gage was determined. The temperature of the heated gages and of those unheated wires measuring the airfoil surface temperature just upstream of the heated gages (i.e., the $\Delta T$) were determined from the electrical resistance $R$ measured for each wire and from the curves of Fig. 6.

![Fig. 7 Calculated skin friction on airfoil for conditions of an attached boundary layer, $M_\infty = 0.682$, $Re_{c,\infty} = 12.4 \times 10^5$.](image)

![Fig. 8 Calibration curves of representative skin-friction gages.](image)
For each successive run, another series of six gages was heated, and so until all the gages were heated for a given Reynolds number. Five runs were needed at each Reynolds number to cover the 30 gages on the model and a sixth run was made to measure the airfoil surface temperature without heating any of the wires. This process was repeated for the four Reynolds numbers. When the measured power loss per unit of temperature rise for each gage was plotted against the calculated values of \((\omega_0 \rho_0 T_0)^{1/3}\) for the corresponding test conditions and gage locations, curves such as those in Fig. 8 resulted. Note that \((\omega_0 \rho_0 T_0)^{1/3}\) is used as the abscissa in this figure because the basic theory underlying the gages shows the power loss per unit temperature rise to be linearly proportional to this quantity. The range of the representative curves shown on Fig. 8 encompasses all the gages and provides an indication of the maximum variation between the gages. At the lower values of shear, conduction effects in the plastic substrate cause a departure from linearity (see the curve for wire 24), and this had to be accounted for in the calibration, especially since low values of shear were expected in the region of separated flow.

Comparison of Computed and Measured Flow Field

In this section, comparisons will be made of the computed and measured flow-field characteristics for \(M = 0.788\), where shock-induced boundary-layer separation occurs. In considering these comparisons, it must be recalled that the computations at this time apply only to free-flight conditions and may not closely agree with calculations employing identical turbulence models but utilizing the contours of the upper and lower walls of the channel as boundary conditions. The comparisons, then, of the numerical solutions and the data must be viewed in a qualitative sense.

In Fig. 9, the calculated and measured surface pressure distributions are compared. From experience with inviscid flow-field computations, it is felt that the mismatch in the location of the shock wave shown in this figure is due in part to the differences between the boundary conditions of the calculations and those that actually existed in the channel with contour walls designed for \(M = 0.775\). Of course, the turbulence modeling also has a large effect on the shock-wave location. The small Mach and Reynolds number differences between the calculations and the experimental conditions, however, are believed to be insignificant. This judgment is based on a comparison of a series of computed results with a specific turbulence model and free-flight boundary conditions for a range of Mach and Reynolds numbers. A qualitative conclusion of the comparison between the data and computations in Fig. 9 is that the turbulence model employed in the present calculations (see Computational Method) results in too high a pressure recovery. Physically, this would imply that the predicted thickness of the separated region is too narrow. An eddy diffusivity that is too large overall could cause the narrow separation region. For turbulence in equilibrium with the mean flow, there is a contradiction here in that thinner regions of viscous flow usually result in smaller values of eddy diffusivity in the outer regions since \(\epsilon \sim \delta^4\). This implies that the chief turbulence modeling difficulties lie with the modeling of the inner regions, regions I and III of the sketch in the section on Computational Method. An alternative means of achieving lower effective eddy diffusivities in the modeling involves use of the concept of turbulence lag (e.g., Refs. 4 and 9).

Figure 10 shows the distribution of the local shear stress coefficients, based on the free-stream dynamic pressure, that were obtained from the skin-friction gages at \(Re_x = 10.7 \times 10^6\) and \(14.3 \times 10^6\). For values of \(x/c\) less than 0.675, that is, ahead of separation, predictions could be based on the Marvin-Sheaffer boundary-layer program and the experimental pressure distributions. The difference between these lines is an indication of the magnitude of the effect Reynolds number has on the local skin-friction coefficient for the attached flow.

The data obtained with the skin-friction gages are shown in Fig. 10 for \(Re_x = 14.3 \times 10^6\) and for \(Re_x = 10.7 \times 10^6\). It is noted that many of the wire
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![Fig. 10 Distribution of skin-friction coefficient in the presence of boundary-layer separation](image)
gages indicated on Fig. 2 and in Table 1 are not represented on Fig. 10. The reason for this is that after calibration several of the gages broke during the running of the experiment. The gage wires are extremely delicate and were damaged by particles of dirt in the air that were accidentally introduced into the channel. Fortunately, the damaged wires were limited to values of x/c less than 0.5. Usually, the wires were damaged by being broken or pulled away from their lead-in posts. A few wires were completely pulled off the model. Visual examination of the broken wires before and after runs indicated that no fragments of wire extended into the airflow to cause major disturbances. Fortunately, the objectives of the present experiment were identified with processes taking place at the x/c = 0.5 station, where none of the wires was broken. The increased surface roughness probably introduced by the upstream broken wires is not expected to have affected the results beyond x/c = 0.675 because of the rather thick viscous layers there and the relatively long distance between the last of the broken wires and the region of gages that remained intact.

A comparison of the experimental data at x/c = 0.276, 0.308, and 0.531, where the flow is attached, with the Marvin-Sheaffer calculations (identical with those used to "calibrate" the wire gages) is an indication of the repeatability of the skin-friction measurements. These points are all within 1% of the boundary-layer computations corresponding to the appropriate Reynolds number and experimental pressure distribution. If the repeatability is taken as a measure of the uncertainty of the measurement and if the percentage uncertainty in the power measurement is treated as constant, the uncertainty in skin friction at the low values in the separated region is estimated to be about 15%. The uncertainty in the region of separated flow and low skin friction is larger because the heat transferred to the substrate material of the heated wire gage becomes proportionately larger.

The solid line represents the values of the skin-friction coefficient obtained from Delwerts' Navier-Stokes code and the turbulence modeling described previously for a Reynolds number of 10 \times 10^6, and is to be compared with the experimental data represented by circles. Again, because of the difference in boundary conditions between the free-flight computations and those that existed in the channel, only qualitative comparisons are meaningful. As with the pressure distributions, the predicted skin-friction coefficient does not drop at quite the same chordwise station as the data. The predicted values indicate the shock-wave location at a larger x/c than the data, which is generally consistent with the pressure distribution results; however, the difference in shock location indicated by the skin-friction data is somewhat less than in the case of the pressure data.

In general, the experimental data and the computations show a similar character in the separated flow region. After separation, a maximum shear in the negative direction develops. This shear diminishes in magnitude with distance back on the airfoil for a while, and then approaches a second maximum in the absolute sense as the trailing edge is approached. This general character suggests strong flow reversal. The computations confirm this behavior to a region closer to the trailing edge than is evident in the data, which is consistent with the downstream prediction of the shock-wave position. The magnitude of the reversed shears, however, are seriously underpredicted just beyond separation and near the trailing edge. Near the trailing edge this may be caused by a reversal in the pressure gradient in the computations beyond x/c = 0.9. It should be noted that beyond the airfoil the pressure gradient becomes strongly adverse again, which suggests a computational singularity at the trailing edge.

**Fluctuating Skin-Friction Measurements**

To gain some knowledge of the relative characteristics of skin-friction fluctuations in regions of attached and separated flows, the ac components of the output voltages of the heated wires were recorded on magnetic tape for subsequent analysis. Because the wire gages are imbedded in plastic, their frequency response is low (1200 to 1600 Hz) compared to that of a conventional hot-wire anemometer; hence, the fluctuating voltage output by the gages is in response to only some fraction of the total fluctuation in skin friction present at the airfoil surface. In order to compare the fluctuating skin friction on an equitable basis of frequency content, the recorded signal of each heated wire was passed through a 1000-Hz cutoff filter prior to evaluating its rms voltage. The rms values of (\mu_w \rho w l_w) were evaluated using the rms voltage output, \Delta V, the resistance of each wire gage, and assuming that the power loss per unit temperature varies linearly with (\mu_w \rho w l_w)^{1/2} over the range of the fluctuation.

The chordwise distribution over the airfoil of the ratio of the rms-to-mean values of (\mu_w \rho w l_w) is shown in Fig. 11 for shock-induced separation at Ma = 0.784 and Re_{c_\infty} = 8 \times 10^5. Ahead of the shock wave, in the region of attached flow, the fluctuations are a small fraction of the mean value and
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increase downstream as the shock is approached. In the separated flow region behind the shock wave, where the mean value of $\tau$ is small (see Fig. 10), fluctuations in the quantity $\left(\omega_\nu G_{\nu}\right)$ approach values that are nearly as large as the mean and, near the trailing edge, again become a small fraction thereof. The sign of the ordinate in Fig. 11 corresponds to that of $\tau_\nu$ in the mean value and was determined by the sign of the skin-friction coefficient in Fig. 10. It appears that the fluctuations in "skin friction" at 1000 Hz or less are a large fraction of the mean value in regions of separated flow.

**Concluding Remarks**

The flush hot-wire skin-friction gage has been demonstrated to be able to measure the local skin friction on a transonic airfoil experiencing shock-wave-induced turbulent-boundary-layer separation in high Reynolds number flow. The estimated accuracy of these measurements is about 15%. Together with local surface pressures measured on the same airfoil, these data provide the bases for testing and verifying computations based on Reynolds-averaged Navier-Stokes equations that are closed through turbulence modeling. To date, however, the computer codes have not progressed sufficiently to permit efficient development of a new turbulence model. One serious shortcoming of computer codes employed to date is that they apply strictly to free-flight conditions and do not accommodate test channel wall configurations. This mismatch in boundary conditions can have significant effects on the flow field immediately next to the airfoil surface. Therefore, before different turbulence models can be quantitatively tested against the pressure and skin-friction data it is necessary to incorporate the channel wall configuration and the boundary-layer displacement effects into the boundary condition of the computer codes. This is being done currently.

With the proper boundary conditions, it will be possible to test computer codes containing different kinds of turbulence models and numerical logic against the data presented here. The predicted pressures already suggest that the turbulence model used in the present calculations yields a separation region that is narrower than would be consistent with the pressure measurements. 

The comments above imply the belief that Reynolds stress modeling can ultimately be made to fit both the experimental pressure and skin-friction data in the separated layer. In the narrow empirical sense this is true, yet the large dynamic character of the skin-friction data found to exist in the separated zone may be incompatible with universal statistical turbulence models appropriate to other kinds of flow that are steady.
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