FINITE ELEMENT SIMULATION OF CRACK PROPAGATION IN MILITARY AIRCRAFT COATINGS
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Abstract

Environmental degradation is a major problem that decreases durability of military aircraft coatings. Micro-cracks may form and propagate during service and environmental exposure. This paper reports on the development and validation of a special purposed finite element program that can predict micro-crack evolution in aircraft coatings.

1 Introduction

Corrosion is one of the main maintenance cost drivers for military aircraft. A United States National Research Council report \cite{1} stated that corrosion costs the USAF approximately US$1 billion annually.

Typical aircraft coatings consist of two layers – polyurethane (PU) topcoat and epoxy primer (Figure 1). They are applied on the metal substrate as the primary protection against metal corrosion. During flight the coating must withstand flexural movement. Fresh coating has rather good flexibility to cope with the bending load. However, as it is exposed to environmental factors such as UV radiation, water, temperature fluctuation and so on, its properties start to degrade and it becomes more brittle. Micro-cracks may form and grow in coatings under mechanical loading. Those cracks can allow moisture to come into contact with the substrate and subsequently initiate corrosion (Figure 2). As noted by Clark \cite{2}, the prediction of overall service life of a corroded part is critically sensitive to the coating life, and improved coating durability is a key goal in managing that overall life.

Substantial experimental work exists on the degradation of aircraft coatings. However, numerical studies of crack behavior during aircraft coating degradation do currently not exist. This paper reports on the development and validation of a special purpose finite
element (FE) program that can predict micro-crack evolution in aircraft coatings.

This paper is organized as follows: Section 2 reviews background literature on crack growth modeling. Section 3 presents A-FEM formulation used in this paper for crack growth simulation. Section 4 uses two numerical examples to demonstrate the validity of the developed program. Section 5 demonstrates and discusses results of aircraft coating studies. Finally, Section 6 provides summaries and conclusions.

2 Literature review

Engineering problems requiring crack growth analysis have received increased attention in recent years. The direct way to study crack behavior numerically is to use fracture mechanics in conjunction with the FE method. Linear elastic fracture mechanics (LEFM) has been developed and implemented within commercial FE codes to study a variety of fracture problems. For example, stress intensity factor (SIF) or strain energy release rate can be calculated based on displacement field obtained from FE analysis. Essential to the success of LEFM approaches is the requirement of a small process zone ahead of the crack tip [4]. Therefore, LEFM is applicable to brittle or quasi-brittle material with small scale plasticity. When the process zone is larger than the characteristic length scale in the problem, elastic-plastic fracture mechanics (EPFM) applies. The J-integral elastic plastic fracture criterion based on the path independent energy line developed by Rice [5], enables to predict fracture in structures in cases of both large as well as small-scale plasticity. The fracture criteria mentioned above provide one parameter failure criteria for those cracked bodies and are valid for the analysis of stationary cracks. When applying to growing cracks, remeshing is required. This approach suffers from the major disadvantage of low efficiency, because remeshing is required for every incremental step of crack growth.

An alternative approach to the singularity driven fracture methods discussed above is the cohesive zone model (CZM) approach proposed by Dugdale [6] and Barenblatt [7] for elastic-plastic fracture in ductile metals. Hillerborg et al [8] introduced the concept of fracture energy into the cohesive crack model and extended its application to quasi-brittle materials. In the CZM, a narrow-band zone is assumed to exist ahead of a crack tip which represents the fracture process zone. So-called cohesive tractions act on the cohesive surfaces. A cohesive constitutive law relates the cohesive traction to the opening displacement of the cohesive surfaces. Compared to conventional fracture mechanics, CZM utilizes a complete traction-separation law to describe a fracture process, rather than a single energy based parameter. This makes CZM very adaptive to any particular fracture process: simply by varying the cohesive law different fracture processes can be represented without changing any numerical aspect of the CZM. CZM not only avoids the singularity at crack tip but also can be easily implemented in a numerical method as in FEM. By inserting cohesive zone interface elements between continuum elements along the potential crack path, a cohesive crack can be modeled without remeshing. However, one shortcoming associated with the use of CZM is that the potential crack path needs to be known before crack growth, so that CZM elements can be directly introduced along the path. This greatly limits the application of CZM for problems with evolving arbitrary cracks.

The numerical methods mentioned above require the finite element edges to coincide with the crack. An extension of FEM called the extended finite element method (X-FEM) has been developed by Belytschko et al. [9, 10] to model arbitrary discontinuities independently of the finite element mesh. This flexibility enables the method to simulate crack growth without remeshing. At first, the crack surfaces were considered free of tractions in X-FEM. Then Dolbow et al. [11] incorporated contact and friction on the crack faces to simulate crack growth under compression. Later Belytschko and Moës [12] integrated CZM into the X-FEM framework to overcome the CZM shortcoming because the X-FEM is particularly effective in dealing with moving arbitrary discontinuities.
The key feature in X-FEM formulation is the use of enrichment functions for cracked elements locally. This is achieved by enhancing DoFs of all the nodes employed by the elements with internal discontinuity. The need of remeshing when a crack advances is eliminated by introducing local enrichment to the cracked elements. X-FEM approach has now been widely used in arbitrary cracking analyses of many engineering materials including composite materials [13-15]. Nevertheless, X-FEM also has its drawbacks. First, the crack-tip singular displacement fields and free displacement functions have to be known a priori, so that they can be incorporated into X-FEM as enrichment functions. In highly heterogeneous material such as composites different cracking systems often interact with each other. For example, a splitting crack interacts with a delamination crack. At the joint front when the two cracks interact directly, no known solution exists. X-FEM will have difficulty in dealing with this type of problems. Another inconvenience of X-FEM in dealing with arbitrary cracking problems is that it enriches elemental displacement field through adding nodal DoFs, which requires dynamic adjustment of nodal DoFs according to whether a node is completely cut or not. This leads to not only algorithmic changes of standard FEM, but also incompatibility of X-FEM elements and traditional elements [16, 17].

A promising alternative numerical method for handling arbitrary cracking problems is the augmented finite element method (A-FEM). This line of development follows the original work of Hansbo & Hansbo [18, 19], who first established that an arbitrary discontinuity within an element can be introduced by adding an extra element on top of the existing element, with each element accounting for the stiffness and force contribution from the bisected physical domains. The addition of elements is typically realized by introducing additional nodes that are geometrically identical to the original corner nodes. Hence this method is also named phantom node method [20-22]. The formulation is different from X-FEM but it has been shown by Areias & Belytschko [23] that they are equivalent – the basic functions in Hansbo’s element are simply a linear combination of the X-FEM basic functions. More recently, Steinmann and colleagues [24-27] have coupled Hansbo & Hansbo’s method with CZMs to cope with arbitrary fracture problems in homogeneous, isotropic materials. The name of A-FEM was coined by Ling & Yang [16], who applied this method to composite materials with high heterogeneity. One major advantage of this method is that it uses only standard FE shape functions and thus avoids the use of enrichment functions as in X-FEM. It fully preserves elemental locality and hence can be made compatible with commercial FEM programs. The proposed formulation enables the use of standard finite element shape functions without any truncation across the discontinuity, which greatly facilitates the use of the augmented elements in conjunction with CZM.

Because of these advantages, A-FEM was selected in this project as the numerical tool for modeling crack evolution behavior in the polymer matrix. CZM method was used to study crack behavior at material interfaces by inserting interface elements along filler boundaries and the topcoat-primer interface. Therefore, the whole crack evolution behavior can be investigated by combining A-FEM and CZM methodologies. Since the CZM is a well known method in modeling crack growth, only the details of A-FEM formulation will be described in the following chapter.

3 A-FEM formulation and implementation

3.1 Element formulation

Consider an element in a finite element mesh with nodes 1-2-3-4 (see Figure 3a). This element is crossed by a cohesive crack at \( \Gamma_c \), dividing the element domain \( \Omega' \) into two complementary sub-domains, \( \Omega'_1 \) and \( \Omega'_2 \). The two severed physical domains can be separately approximated by two mathematical elements (MEs) as shown in Figure 3b and c. Both MEs have the identical geometry to the discontinuous physical element (PE) and use standard shape
functions for elemental displacement field interpolation, but with different material allocation. In ME1, which represents the physical response of $\Omega_1^*$, the active material domain (shaded area) for stiffness and nodal force integration has the identical geometry of $\Omega_1^*$, while the rest of the ME1 does not contribute to the stiffness of the element. Two additional nodes 3' and 4' are introduced to facilitate the elemental displacement interpolation and they share the same geometrical locations with the corresponding physical nodes (3 and 4). Similarly, ME2 represents the physics response of $\Omega_2^*$ with two added nodes 1' and 2'. These added nodes are named “phantom nodes”. These phantom nodes are not shared by any neighboring elements other than those elements traversed by the same discontinuity. Therefore, each ME has independent displacement fields. The two mathematical elements are connected by a cohesive traction along the crack line.

The finite element equations for the MEs can be written as

$$\begin{align*}
K_\alpha' \cdot d_\alpha' &= f_\alpha' \\
K_\alpha' &\text{ is the elemental stiffness matrix of mathematical element } \alpha, \\
f_\alpha' &= \int_{\partial_\alpha} B_\alpha^T \cdot D_\alpha \cdot B_\alpha \, d\Omega
\end{align*}$$

where $K_\alpha'$ is the Jacobian matrix that relates the actual area of a mathematical element and its area in isoparametric space; and $J_\alpha'$ is the Jacobian matrix that relates the area of a physical domain (shaded area) in a mathematical element to its area in isoparametric space.

First, the two MEs employed to describe the discontinuous displacement fields in the two physical domains are mapped into their corresponding isoparametric spaces, $\xi_1' - \eta_1'$ and $\xi_2' - \eta_2'$. Secondly, the physical domain in each ME is mapped into another isoparametric space $\xi'_1 - \eta'_1$ and $\xi'_2 - \eta'_2$, respectively to carry out the stiffness integration. In this way, the stiffness matrix for an ME can be concisely written as

$$K_\alpha = \int_{\Omega} \int_{\Gamma} B_\alpha^T \cdot D_\alpha \cdot B_\alpha \cdot J_\alpha' \cdot J_\alpha \cdot d\xi d\eta$$

Note that the stiffness integration within a mathematical element is performed on the active material domain, rather than on the entire elemental domain. The procedure of stiffness integration for ME is illustrated in Figure 4.

Figure 3 An element traversed by an intra-element cohesive crack (a). This element can be treated by defining two mathematical elements (b and c), each has the same geometrical dimension as the original but with different physical material domains for stiffness integration[16]

Figure 4 The sub-domain integration scheme[17]
3.2 Numerical implementation

A special purpose A-FEM program is implemented in Matlab®. Due to the use of interface elements and the internal tractions caused by discontinuities, the modified Newton-Raphson iteration method is implemented to solve the nonlinear equilibrium equations. Currently the program has two-dimensional capability.

4 Numerical verification

A few numerical studies were conducted to verify the A-FEM implementation. Two representative examples are shown below.

4.1 Crack propagation in a double cantilever beam (DCB)

This standard case of a propagating crack in a double cantilever beam (DCB) is used by Ling et al. [16] to demonstrate the ability of A-FEM to model long propagating cracks. This example is employed here to validate the prediction of crack length (Figure 5). This is a typical mode-I failure. Plane stress conditions were imposed. Geometry and cohesive parameters for fracture were identical to Ling’s work [12].

\[
P = \sqrt{\frac{Eh\Gamma_I}{12}} \left[0.677 + \frac{a}{h}\right]^{-1}
\]

(3)

where \( P \) is the reaction force, \( E \) is the Young’s modulus, \( \Gamma_I \) is the mode I fracture toughness, \( a \) is the crack length and \( h \) is the half height of the beam.

The results show good agreement between the numerical prediction and analytical solution (Figure 6).

4.2 Crack propagation in a beam under three-point bending

A simply supported beam is loaded symmetrically by means of an imposed displacement at the centre of the beam on the top edge (Figure 7). This example is employed to validate the prediction of crack propagation direction. Maximum principal stress criterion is used to determine the direction of crack growth. Since the tip of the crack is not located at a point where the stresses are known accurately (such as conventional Gauss points), the non-local stresses at the crack tip is calculated and used to find the principal directions. The details of the geometry and cohesive parameters for fracture were taken from Well’s work [29]. An eccentric crack initiates at the bottom edge of the beam. The crack is expected to propagate in a curved path towards the centre at the top of the beam [26, 29]. Different crack initiation locations are tested; they all display the expected curved paths of the crack.
Three-point bending beam

![Figure 7 Three-point bending beam](image)

Figure 8 Propagation of the crack from eccentric locations

![Figure 8 Propagation of the crack from eccentric locations](image)

5 Aircraft coating studies

TiO$_2$ filler particles in the topcoat can cause polymer degradation reactions at the filler surface in the presence of UV, water and oxygen, so interfacial adhesion weakens with time. The program is applied to study the propagation of single cracks in coating systems with the aim to investigate the influence of the cohesive strength on crack behavior at material interfaces. Two representative volume elements (RVE) are extracted from the damage zone. Model A involves PU matrix and a few filler particles. Crack behavior at the interface between matrix and fillers will be observed. Model B involves both topcoat and primer. The topcoat is homogenized and fillers are not included in Model B. Crack behavior at the interface between topcoat and primer will be observed. In both models the crack initiates from the edge of topcoat and propagates under displacement controlled tensile loads. The strain level of the loads is set to 17\%, which is taken from Tiong & Clark’s work [30] in which they investigate the critical strain performance in aircraft coating systems. Plane strain condition is assumed. The CZM for interface elements is assumed to have a bilinear form which is based on the model proposed by Alfano and Crisfield [31]. The Cohesive parameters used in these initial studies reflect two extreme conditions of weak and strong bonds. The real cohesive zone model needs to be obtained through further experiments and correlation studies. Strain at break ($\varepsilon_b$) value is used in the program as fracture criterion. The results are stated as follows.

5.1 Model A

Material parameters of PU matrix are set to $E = 150$MPa and $\nu = 0.48$; parameters of fillers are set to $E = 280$GPa and $\nu = 0.28$. Two cases are tested. Case 1 has small cohesive strength (15MPa) (Figure 9 a). Case 2 has a bigger cohesive strength (3000MPa) (Figure 9 b).

Result of case 1 shows that delamination appears at filler boundaries before crack starts due to the weak cohesive forces (Figure 10). Note that, the small lines between matrix and filler elements represent interface elements. When the interface elements are working, it means that the clearance is a cohesive zone but not a crack. With the crack growth in PU matrix, it interacts with delamination cracks to form a major crack in topcoat (Figure 11).
Result of case 2 shows that there is no delamination between matrix and particles before crack initiation (Figure 12). When crack grows and reaches the filler, it will stop at the interface and there is no further propagation. Then another crack may initiate from material interface. But when it reaches filler particle, it will stop as well (Figure 13).

Comparison of case 1 and case 2 points out that strong cohesive forces will be beneficial to stopping crack propagation in polymer matrix.

5.2 Model B

The material parameters of homogenized topcoat are set to $E = 210\text{MPa}$ and $\nu = 0.49$; parameters of epoxy primer are $E = 1\text{GPa}$ and $\nu = 0.42$. Two cases are tested. Case 1 has small cohesive strength (25MPa) (Figure 14 a). Case 2 has bigger cohesive strength (200MPa) (Figure 14 b).

When the crack arrives at the interface between topcoat and primer, the result of case 1 is delamination at the interface. At this instant, the maximum first principle strain at the interface of primer side is 19.2%, which means
that the crack will go into primer if $\varepsilon_b$ is lower than 19.2% (Figure 15). The result of case 2 doesn’t show delamination at the interface (Figure 16); the maximum strain level at interface is 22.5%, which is higher than that of case 1. Determination of the strain level at interface is important because it will affect the crack behavior – either halts at the interface or goes into primer. If the crack halts at the interface, it will help to prolong coating’s life. Through comparing case 1 and case 2, we can appreciate that case 2 requires higher $\varepsilon_b$ value to stop the crack to grow into primer, or case 1 is easier to stop the crack growing across the material interface. This conclusion can be explained considering the energy required to form new fracture surfaces. In case 1 part of the available fracture energy is consumed by the creation of the delamination at the interface.

6 Conclusions

A special-purposed program is developed by combining both CZM and A-FEM methodology to investigate crack behavior during aircraft coating degradation. Numerical validation confirmed correct performance of the tool.

The tool has been applied for single crack studies in aircraft coating systems. The results show that strong cohesive tractions between PU matrix and filler particles are beneficial to stopping crack growth in the matrix; however, weak cohesive tractions would help to stop crack growth across the material interface between topcoat and primer because part of fracture energy is released through delamination at the interface.
The new simulation tool will be used in future studies to investigate the influence of: i) cohesive constitutive laws of the PU matrix materials on crack behavior; ii) filler size and shape on cohesive tractions; and iii) different loading conditions. In addition, experimental validation is currently in progress.

The ultimate goal of the project is to investigate how aging processes of aircraft coating systems, e.g. embrittlement of topcoat and primer, affect the propagation of microcracks. The numerical models will show when crack arrives at material interfaces, if delamination occurs at the topcoat-primer interface, or cracking of the primer is the dominant failure mechanism.
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