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Abstract

This paper presents a reactive Sense and Avoid
approach using spherical image-based visual ser-
voing. Avoidance of point targets in the lateral
or vertical plane is achieved without requiring an
estimate of range. Simulated results for static
and dynamic targets are provided using a realistic
model of a small fixed wing unmanned aircraft.

1 Introduction

Unmanned aircraft (UAS) have been identified as
a potential solution to a broad range of civilian
tasks, yet a number of regulatory and technolog-
ical barriers must be overcome first [1] [2] [3].
The most significant technological issue restrict-
ing the integration of autonomous unmanned air-
craft into the national airspace is their inabil-
ity to independently detect and avoid unplanned
hazards during flight. This is more commonly
referred to as See & Avoid in conventionally-
piloted aircraft and can be considered a form of
decentralized, short term collision avoidance of
both static and dynamic targets. According to
international regulatory bodies1, any automated
See & Avoid2 system needs to demonstrate the
equivalent level of safety (ELOS) to manned air-
craft so a natural choice for the detect function
is the use of computer vision [4]. Recent work

1Federal Aviation Administration AIM chapter 8
(USA), Civil Aviation Safety Authority (Australia) and Eu-
roControl (Europe)

2Often referred to as Sense & Avoid for UAS

has been focused on the detection and tracking
of aerial targets from monocular vision [5] [6]
[7], as this would allow even the smallest UAS
to have such capability. Computer vision is not
without its drawbacks, with recent technology
helping to overcome these. Of significance are
developments in spherical imaging from wide an-
gle lenses [8] [9] [10] and image processing tech-
niques [11]. These developments may relax the
harsh constraints on camera field of view3 and
allow earlier target detection in a broader range
of environmental conditions. The next challenge
is to decide how to use the visual information and
act in a timely manner to avoid collision.

A large number of conflict resolution ap-
proaches have been proposed [12] but most can-
not be used with a visual sensor. This is due to
the limited amount of information that can be ob-
tained from monocular cameras and time allowed
to resolve the conflict [13] [14] [15]. Approaches
based on range or bearing rate [16] may be opti-
mistic according to recent studies [17] [18].

Recently image-based visual servoing
(IBVS) has been used to control fixed wing
aircraft but often require multiple image features
for a complete control solution [19]. If applied
to collision avoidance, IBVS would provide a
reactive solution that allows feedback control to
be derived directly from the image space without
the need for target state estimation [20]. In [21]

3Objects positioned greater than 90 ◦ azimuth angle
from camera optical axis remain visible using spherical
imaging surfaces
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and [22], a vision based control approach is used
to avoid large and near targets and depends on
extracting a qualative range estimate to drive a
proportional controller for pitch and roll. In [23]
and [24], collision avoidance of a cylindrical
target is achieved by holding the cylinder edge
at a fixed angle in the image. The approach
is 2 dimensional, providing lateral avoidance
only, and does not consider the ego motion from
the camera. Although range is not required for
control, it is used to ensure the aircraft does not
spiral back toward the target. This spiral like
motion has been observed in insects [25] and
has been exploited by [26] to derive a similar
collision avoidance controller. The vertical
velocity and yaw rate are used to control altitude
and lateral position of a quad rotor but requires
a course estimate of range for control. The
stopping criteria is range independent however.

Based on previous works [6] [23] [26], we ap-
proach the conflict resolution problem as a spher-
ical image-based visual servoing task using sin-
gle point features. We derive a controller for yaw
and pitch that attempts to hold a fixed azimuth or
elevation angle without a range estimate. This al-
lows flexibility in the autopilot configuration and
avoidance direction. We exploit the wide field of
view provided by spherical cameras and design
a stopping criteria based on the rules of the air
[27] and the expected requirements on Sense and
Avoid functionality.

In section 2 we describe aircraft detection
in the context of spherical imaging. We derive
the guidance and control approach in section 3
and show the alignment of the visual control ar-
chitecture with the generic Detect, Decide and
Act framework for Sense and Avoid. Section 4
presents preliminary results for the avoidance of
static and constant velocity targets using a full
non-linear aircraft model of a small fixed wing
UAS.

2 Detection

A potential collision target appears as a small,
slow moving image point occupying only a few
pixels until it rapidly expands when very close.

At this time it may be to late to avoid collision,
so recent studies have focused on the detection
and tracking of pixel size targets from aerial plat-
forms [7] [11]. Flight test results using perspec-
tive imaging devices indicate initial detection of
GA aircraft up to 3000m away and small UAS
up to 900m [5]. Therefore, the time allocated
for collision avoidance is limited. Maneuver-
ing to recover range is not only unreliable but
may potentially worsen the situation [18]. Ad-
ditionally, the target may exit the camera field
of view when using perspective imaging devices.
Although under development, spherical cameras
offer a 4π steradians field of view and allow for
target visibility regardless of its relative position
[9] and own ship orientation. The unified imag-
ing model of [10] can be used to map a point on
a planar imaging device to a section of a spheri-
cal imaging surface. Multiple perspective camera
could be used to then create an approximation to
a sphere [8]. The mapping from perspective to
spherical cameras is shown in figure 1 and 2 with
details provided in [10].
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Fig. 1 Azimuth estimation from perspective imaging

A single point feature can then be expressed
using two angles, azimuth γ and colatitude σ. If
the camera is attached to the body, it inherits the
aircraft dynamics and the angles change not only
with aircraft position, but aircraft attitude. The
geometry is shown in figure 3 with the camera
aligned to the body frame and positioned at its
center of mass. This is not the only choice for
camera orientation and the azimuth and colati-
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Fig. 2 Colatitude estimation from perspective imaging
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Fig. 3 Collision geometry. The spherical camera is at-
tached to the aircraft free to move in inertial space. The
relationship between the target and the inertial, body and
camera frames is shown

3 Guidance & Control

We propose the control architecture depicted in
4. We assume that target detection has been ad-
dressed and the guidance and control loops have
knowledge of the target position in the image. A
high level controller determines which guidance
source to use; visual control for short term col-
lision avoidance and way point navigation other-
wise. If the target appears in the image, we ini-
tially consider it a threat based on the expected
detection distance and the approximate time be-
fore collision when using visual sensors [13] [14]
[15].

From figure 3, it is clear that provided we de-
rotate the aircraft, azimuth and colatitude angle
can be used to measure relative bearing and ele-
vation. Adjusting these angles could then control
lateral and vertical position of the aircraft. If we
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Fig. 4 Aircraft guidance & control architecture for colli-
sion avoidance

hold a static target at a fixed colatitude and az-
imuth angle in straight and level flight, we will
spiral around the target [25]. If the magnitude of
the azimuth angle is greater than 90◦ we will spi-
ral outward and away from the target and there-
fore avoid collision. The colatitude angle deter-
mines the vertical position of the spiral trajectory.
If less than 90◦ we spiral below the target and
above otherwise [25]. Depending on where the
target is initially detected, we choose our desired
azimuth angle in the image such that its magni-
tude is greater than 90◦ and colatitude angle other
than 90◦.

So if the object is detected to the right and
above the image center, we set γ∗ = 110◦ and
σ∗ = 135◦. We would choose γ∗ = −110◦ and
σ∗ = 45◦ if the target was initially detected be-
low and to the left of the aircraft. This ensures
the image features do not cross the lateral or ver-
tical centerlines of the image. Additionally, less
control effort would be required to achieve the
desired image feature positions. The azimuth val-
ues have been chosen based on expected Sense
and Avoid field of view requirements [2] [3].
These can be visualized using figure 5, which
shows a section of the spherical imaging surface.
We use color to highlight the regions in which po-
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Fig. 5 Spherical section and importance of target image
position. The green zones indicate safe regions and the red
and orange potentially dangerous regions.

tentially dangerous conditions exist. The left side
of the image is considered less hazardous based
on [27].

Once the target has been moved passed an az-
imuth of 90◦ left or right in the de-rotated image,
it is no longer the responsibility of the own ship
to avoid the target. A simple criteria based on air-
craft heading and pitch angle is used to terminate
the visual control during an encounter. Once the
current heading angle has decreased beyond the
absolute value of the heading at initial detection,
the lateral avoidance is stopped. The same logic
is applied to the pitch angle for vertical avoid-
ance. This ensures the aircraft does not spiral
back toward the target in either dimension. A
similar stopping criteria was successfully used in
[26] for quad rotor control.

3.1 Visual Controller

We use well established image based visual ser-
voing techniques to derive a controller capable of
moving the image features to the desired position
with rotational velocity only [20]. The classical
image based control equation is given in (1)

[v ω] =−λL̂+
s e (1)

where λ is a constant gain term and L̂+
s is the

pseudoinverse of the image Jacobian defined by
(3) and derived in [29]. The image feature error e
is obtained by differencing the current image fea-
ture vector from the constant desired image fea-

ture vector s∗. To control the rotational degrees
of freedom, we adjust the control law by parti-
tioning the image Jacobian [20] and arrive at (2),

ω = L̂+
ω [−λe− 1

R
Ltv] (2)

where Lt consists of the Jacobian columns re-
lated to the translational velocity. v is the vec-
tor of translational velocities and ω is the angular
velocity vector consisting of roll, pitch and yaw
rate. Using the control defined by (2), we analyze
the motion in the context of aircraft capability
and collision avoidance performance. We select
the desired image features to be s∗ = [135◦ 110◦]
and assume a constant aircraft velocity of 58kts.
A static target is positioned directly in front of the
camera at 500m away in the x direction. In figure
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Fig. 6 Position & range to target using Roll, Pitch and
Yaw control.

6, the camera position and range to a static target
is shown, with the minimum safe miss distance
(500 feet) indicated by the grey circle. The black
point indicates target position, whilst the blue and
red squares show the point at which the vertical
and lateral stopping criteria were met. The tra-
jectory is smooth and follows a spiral like pat-
tern with initial displacements in the lateral and
vertical directions in favor of collision avoidance.
The stopping criteria has ensured successful col-
lision avoidance, and the camera has not spiraled
toward the target in either the vertical or lateral
planes. A smooth control has also ensured the
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Ls =

[−cos(σ)cos(γ)
R

−cos(σ)sin(γ)
R

sin(σ)
R sin(γ) −cos(γ) 0

sin(γ)
Rsin(σ)

−cos(γ)
Rsin(σ) 0 cos(γ)cos(σ)

sin(σ)
sin(γ)cos(σ)

sin(σ) −1

]
(3)

desired image features have been achieved be-
fore the stopping criteria was met. This is shown
in figure 7. On closer inspection, and consid-
ering the dynamics of a fixed wing aircraft, the
control commands may not be achievable. The
yaw rate is positive whilst the roll rate is neg-
ative. This would mean that although the pitch
commands may be achieved, the aircraft would
be asked to roll in one direction and yaw in the
other. A better solution would ensure the roll
and yaw rates are in the same direction, allow-
ing for a coordinated turn. We notice however,
that the yaw and pitch rate commands force the
camera to descend and turn away from the target.
The controller has assumed knowledge of range
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Fig. 7 Feature error, control & orientation for static case
using Roll, Pitch and Yaw control.

to measure the optic flow from translational mo-
tion, 1

RLt . This could be too small to measure
accurately due to the 1

R term. This assumption is
supported by recently reported performance lim-
itations on angular measurements from EO sen-
sors [28], past studies [17] [18] and figure 8. The
optic flow from rotation is much larger than that
from the translational velocities, so we could then
consider a controller independent of range. This
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Fig. 8 Optic flow from translational and rotational de-
grees of freedom.

is given by
ω =−λL̂+

ω ẽ (4)

where ẽ is derived using the image features (σ̃
and γ̃) taken from the de-rotated image. We could
then select the degree of freedom we wish to con-
trol according to which dimension we wish to
avoid the target. This cannot guarantee the con-
trol will move the feature to the desired position
in both azimuth and colatitude, but will move
the target toward a safer region of the imaging
sphere.

4 Aircraft Simulation

Based on the analysis of section 3, we con-
duct simulations for static and dynamic collision
avoidance in the lateral and vertical directions
separately. We implement the control architec-
ture of figure 4 using a full non-linear model of a
small Flamingo UAS for aircraft dynamics. Sim-
ulations are run over 80 seconds with the initial
parameters and aircraft performance limitations
defined in table 1. The visual controller gain is set
to 0.15 and guidance is issued at 25Hz. Four sep-
arate PID loops are used for roll, heading, pitch
and speed, running at 50Hz. The speed of both
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Table 1 Simulation Parameters & Aircraft Limi-
tations

Parameter Static Dynamic

Velocity (kts) 58 58
Target Velocity (kts) 0 80
Target Position (m) [1000 0 -1000] Variable

Max Roll (deg) 25 25
Max Pitch (deg) 12 12

s∗ (deg) [135 110] [135 110]

target and own ship is held constant throughout
the simulations whilst the autopilot configuration
changes with guidance source. When guided us-
ing the visual control, the pitch and roll displace-
ment autopilots are engaged, otherwise the pitch
and heading displacement autopilots are used.
The pitch rate and yaw rate commands are con-
verted to pitch and roll angle commands using (5)
and (6) respectively.

θ
r(k) = θ(k)+ω

r
y(k)∆t (5)

φ
r(k) = tan−1V (k)ωr

z(k)
g

(6)

4.1 Static Target

In the static case, the target is not detected un-
til less than 500m away and only lateral avoid-
ance is used. Typically a static target would be
attached to the ground or hanging, so the choice
is justified. The target appears slightly above the
aircraft and directly in front.

Figure 9 shows the trajectory of the aircraft
avoiding the object by more than the required
minimum separation. The feature error, control
and aircraft orientation are depicted in figure 10.
The commanded angles are depicted using a the
subscript c. The commanded yaw, although not
used directly, is also shown to verify the control
in 6. The desired azimuth angle is just achieved
before the stopping criteria is met. It is then al-
lowed to change freely, as the conflict is consid-
ered resolved as far as the own ship is concerned.
The colatitude angle has remained approximately

constant, indicating a constant aircraft altitude.
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Fig. 9 Position & range to target for static case.
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Fig. 10 Feature error, control & orientation for static
case.

4.2 Dynamic Target

Strictly speaking the control for the dynamic case
should be expressed by (7), where ∂ε

∂t is the mo-
tion of the target as projected onto the imaging
sphere.

ω̂ = ω+
∂ε

∂t
(7)

In a collision scenario, without action the point
remains relatively stationary [13]. Section 3
showed that the optic flow from the translational
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motion using a static target is relatively small,
so looking at the problem in reverse, we can as-
sume that the target motion on the image is also
small. Considering the larger distances involved,
this can be considered a valid assumption for ini-
tial control. For this reason we use the same con-
troller for dynamic targets. Two cases are pre-
sented. In both cases the target approaches at an
angle of 25◦ and constant 80kts velocity. Without
action, a collision will occur at 5s after initial de-
tection (tcp = 5). This is a difficult case and under
the expected average time to impact of 12s [13].
In the first case lateral avoidance is used and in
the second vertical. The aircraft trajectories are
shown in figures 11 and 12 respectively.
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Fig. 11 Position & range to target for tcp = 5 using lateral
avoidance.

The aircraft was capable of avoiding the tar-
get in both cases, with increased miss distance in
the lateral direction. The minimum safe separa-
tion distance was not achieved in either direction,
however the result is still positive as it shows the
approaches ability to react quickly to at least pre-
vent impact.

The feature error, control and orientation are
shown in figures 13 and 14 for each case. The
desired image features were achieved just before
the stopping criteria was met. In both cases the
angles then diverge rapidly, settling at angles that
correspond to a target that is behind and above the
aircraft. This is because as the target approaches,
the optic flow from the translational velocity be-

comes large and the previous assumptions are vi-
olated.
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Fig. 12 Position & range to target for tcp = 5 using verti-
cal avoidance.
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Fig. 13 Feature error, control & orientation for tcp = 5
using lateral avoidance.

This is not a drawback from a collision avoid-
ance point of view. Accounting for the transla-
tional velocity and using (2) would have forced
the controller to issue weaker avoidance com-
mands, reducing the separation distance in both
lateral and vertical directions. The effect of in-
accurate range estimates on collision avoidance
performance is studied for a similar controller in
[26] using a quad rotor platform.

In the last simulation we study a typical en-
counter scenario whereby the expected time until
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Fig. 14 Feature error, control & orientation for tcp = 5
using vertical avoidance.

collision is 12 seconds and the target is approach-
ing head on at 80kts. We use lateral avoidance
based on previous results. Figure 15 shows the
trajectory. The aircraft was able to avoid the tar-
get by more than the required minimum separa-
tion, therefore successfully avoiding a near mid
air collision (NMAC).

We could have converted the pitch command
into an altitude reference command and used an
altitude hold autopilot instead. If we consider
that we are moving with inertial velocity V , we
can approximate the z velocity resulting from that
pitch value. This can be integrated over one time
step and added to the current altitude. When im-
plemented however, the aircraft displayed oscil-
latory motion in the vertical plane as it avoided
the target, attempting to level off after each com-
mand. This is not ideal and with an excess of
control effort. The autopilot could be tuned to
provide better performance, but we would expect
similar results for vertical avoidance.

Only selecting one degree of freedom to use
for control cannot guarantee achieving the de-
sired features. This would not be the case if all
3 angular rates were controlled. Aircraft limita-
tions force us to use only one or two. Deriving
a controller explicitly for yaw and pitch, having
accounted for the roll, may be a better approach
to allow for avoidance in two directions simulta-
neously. This would provide increased miss dis-
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Fig. 15 Feature error, control & orientation for tcp = 12
using lateral avoidance.

tance and ensure the features converge to the de-
sired position. It was observed that attempting to
hold constant angles in the image is difficult, due
to the velocities at which aircraft operate at. For
this reason it may be better to consider servoing
to a region of the sphere instead, which would
also allow us to use less control effort in some
cases.

5 Conclusion

A general guidance and control scheme for a vi-
sion based automated Sense and Avoid system
was presented. A spherical camera model is used
to ensure target visibility is maintained through-
out the encounter whilst image-based visual ser-
voing techniques were used for control. The
approach provides lateral or vertical separation
without requiring a range estimate, and a simple
stopping criteria is used to terminate the avoid-
ance commands. Simulation studies have verified
the controllers ability to avoid collision of static
and constant velocity targets. More simulation
studies on a diverse range of encounter scenarios
would be required to ensure the robustness of the
approach.

Further work includes deriving a visual con-
troller explicitly for 2DOF, as opposed to 3DOF,
and studying the effects of camera orientation on
the derived control scheme. Additionally, visual

8
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servoing techniques that do not need to select a
desired position, but instead use a region based
approach, would be better suited to this problem.
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