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Abstract

Human speech is a promising signal source for
workload monitoring purposes due to (a) its sen-
sitivity to a variety of aspects of workload and
(b) the facility of non-intrusive signal captur-
ing. Many approaches in this field of research
have been presented over the last years, but with-
out leading to a working implementation in civil
ATC.

In this paper, we compare proposed methods
and check them for applicability in real-life sce-
narios. Our results show great sensitivity to the
type of data investigated and demonstrate the lack
of adequate ATC-related speech databases. We
discuss methodic aspects and challenges regard-
ing the creation of such a specific database. Fi-
nally, we propose a roadmap to a working system
for ATC personnel workload monitoring based
on speech analysis.

1 INTRODUCTION

The rapid growth of civil aviation poses a great
challenge for future Air Traffic Management
(ATM). Passenger safety does not only depend
on the reliability of materials and instruments,
but to a large extent also on human factors. Air
Traffic Control (ATC) tasks are highly demand-
ing in terms of situation monitoring, reasoning
and decision-making.

A higher amount of air traffic will, despite all
technical aid, make even higher demands on both
air traffic controllers (ATCOs) and pilots, so that

even greater importance will have to be attached
to the balance of demand and capacity'.

Thus, it seems reasonable to implement a
monitoring system that evaluates indicators of fa-
tigue and excessive demand in order to increase
air traffic safety. Since individuals differ in physi-
cal and mental toughness, the workload level (de-
scribing the subjective capacity utilization) can
not be derived directly from the taskload level
(in terms of task size and complexity). What we
need is a quantitative measure of instantaneous
workload that facilitates automated monitoring.

Our paper is organized as follows: section 2
is an overview of workload assessment in gen-
eral and workload assessment by speech analysis
in particular. In section 3, we present our ana-
lytical approach as well as experimental results.
The findings from these results lead to a detailed
discussion in section 4, where we highlight vari-
ous aspects to consider for compiling a roadmap
in section 5.

2 BACKGROUND

2.1 Factors affecting Workload: Stress

An individual’s subjective capacity is influenced
by a multitude of factors. It can be increased by,
e.g., experience and training, but is certainly de-
creased by straining working conditions (Tab. 1).

IThe implementation of communications, navigation,
and surveillance systems in ATM (CNS/ATM) intends to
reduce ATCO workload indeed, but with the goal of “in-
creased productivity” in mind [15].



Category Examples
Physical Vibration, Acceleration
Physiological Medicines, Fatigue, Illness
Perceptual Background Noise, Poor
Communication Channel
Psychological Task-related Anxiety,
Emotion

Table 1: Working conditions reducing subjective capacity.

Of course, an individual’s physical and men-
tal state does not only depend on the current
working conditions, but also on long-term effects
due to remarkable events and changes in private
life [13].

The literature [4, 12, 10, 13, 20] subsumes the
effects of the above-mentioned factors reducing
subjective capacity in the term “stress”; single in-
fluences are referred to as “stressors” [12]. We
will also use these terms in this paper.

2.2 The Voice as a Reference

Why do we concentrate on human speech as a
signal source for workload monitoring purposes?

2.2.1 Workload Assessment Techniques

Throughout the literature, a combination of dif-
ferent techniques is used to estimate human
workload during completion of a specific task:
performance criteria, physiological measures,
and subjective rating scales.

According to Wierwille and Eggemeier [25],
the most important measurement technique selec-
tion criteria are limited intrusiveness — the degree
of impact on task performance — and global sen-
sitivity, which is the ability to discriminate be-
tween different factors affecting workload.

Different methods show significant differ-
ences in sensitivity and diagnosticity? [23]. Pri-
mary task performance alone does not allow
discrimination between workload types while
secondary task performance seems to reflect only
major changes in workload levels [21].

%In this context, diagnosticity indicates whether a tech-
nique responds differently to different types of workload.
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Concerning physiological measures, varying
results are reported. Studies disagree about, e.g.,
correlation of heart rate and respiration rate or
the responsibility for changes in respiration rate
(metabolical vs. psychological) [2]. Further-
more, effects of work underload seem not to be
reflected in physiological measures [5]. At the
same time, the way of assessing the data intro-
duces additional stress to the monitored individ-
ual; the feeling of being permanently observed is
very likely to degrade performance substantially.

Finally, subjective ratings rely on the con-
trollers’ self-assessment and thus may provide a
blurred image especially towards extreme work-
load levels (both low and high).

2.2.2 Speech Signal Benefits

The human voice, on the contrary, produces a
very suitable signal for permanent monitoring
purposes, since it perfectly matches the above-
mentioned selection criteria:

Limited Intrusiveness — The speech signal can
be measured in a non-invasive, contact-free, and
non-intrusive way (Fig. 1). Data assessment
is rather simple, since the required communica-
tion channel already exists, so that no additional
equipment will be necessary for signal capturing.
The whole recording process happens in an im-
perceptible way for the monitored person.

Global Sensitivity — Speech is a complex signal
carrying a multitude of side information which
can be accessed by extracting appropriate fea-
tures (cp. section 3). The challenge is to
find those properties that correlate with capacity-
reducing factors (as listed in Tab. 1).

2.2.3 Workload and Speech

Workload effects on human speech production
have been investigated during completion of spe-
cific as well as non-specific tasks.

In [16], test subjects had to perform a vi-
sual compensatory tracking task while speaking
prompted sentences, which is assumed to pro-
duce cognitive load only.

The common Stroop test [28] was employed
in [26] to create three defined levels of demand.
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Figure 1: Properties of Workload Assessment Techniques.

A dual tracking task is believed to introduce
psychological stress in addition to a greater work-
load; experimental results [20] showed different
responses for cognitive load and psychological
stress.

In a task-specific experiment [7], voice anal-
ysis was performed while the test subject had to
drive a car and solve mathematical questions at
the same time.

2.2.4 A Speech-Based Monitoring System

Being just at the beginning of a development pro-
cess of the speech monitoring system, we con-
centrate on the Air Traffic Controller (ATCO)
first. As a matter of course, all considerations
hold likewise for pilots.

The outline of our proposed speech monitor-
ing system is depicted in Fig. 2. It analyzes the
controller’s voice by evaluating selected features
of the speech signal which indicate different fac-
tors of human stress (cp. 2.1). The estimated
workload level is directly reported to the ATCO
supervisor (or, respectively, some dynamic sector
sizing control software in future ATM), which in
turn may adapt the demand to produce a reason-
able level of workload.

3 SPEECH FEATURES

Related literature in the field [7, 10, 12, 16, 18,
20, 26, 27] is essentially concerned with discrete

‘Communication Channel

Pilot
# Speech
" Analysis

Performance Indicators

Air Traffic
Controller

ATCO Taskload

Adaption <

Supervisor

Figure 2: Outline of an ATCO Speech Monitoring System.

categories of emotions and levels of workload
or stress, so speech analysis becomes a classifi-
cation task. Available speech databases consist
of short utterances, each labeled with its corre-
sponding category as well as additional metadata
including speaker identification, gender, etc.

In order to investigate the discriminative
power of selected features on a specific dataset,
we employ a supervised classification method:
the algorithm is trained with one partition of the
data (where class affiliation is known), before the
remaining partition is used as “unknown’ input
to the algorithm. Performance is measured in
terms of the correct classification rate (CCR);
i.e., the ratio of correctly assigned class names
to the number of samples.

3.1 Features Under Investigation

Summarizing findings from the literature, we ex-
tract the following features from the speech sig-
nal:

Fundamental Frequency (pitch) as an indicator of
increased subglottal pressure in consequence of
an increased respiration rate [14].

Intensity Level, reflecting an increase in vocal ef-
fort caused by a noisy environment [12] or show-
ing larger variance due to emphasized parts of an
utterance in time-critical situations [13].

Phoneme Durations, since the temporal pattern
will be affected when the same amount of words
is to be produced within shorter time windows
between consecutive breaths [12].



Glottal Source Characteristics (in terms of jitter,
shimmer, spectral level and spectral slope) in or-
der to identify changes in the condition of the vo-
cal folds, as a result of, e.g., a dry mouth [12].

Formant Frequencies and Bandwidths can give
information about possible impact on the artic-
ulators from physiological influences like fatigue
or illness [12].

Mel-Frequency Cepstral Coefficients (MFCC)
represent the spectral shape in a very compact
way and produce promising results, especially
when using shifted delta coefficients [26].

Harmonicity as a measure of voice quality [6] and
as an approximation of the signal-to-noise ratio
(SNR) [1].

Zero-Crossings, indicating voiced and unvoiced
speech segments.

TEO-CB-AutoEm?, a nonlinear feature based on
the Teager Energy Operator [27].

3.2 Data Under Investigation

The widely used SUSAS database [11] contains
speech under stress in five different domains; in-
cluding acted emotions and speech produced dur-
ing the completion of demanding computer re-
sponse tasks. The vocabulary covers 35 En-
glish single-word utterances from standard air-
craft communication. We take the talking styles
neutral and angry as well as two computer-
response tasks.

To generalize results, a German database of
emotional speech (Emo-DB) [3] is used in ad-
dition. Single Emo-DB utterances are whole
sentences of everyday communication, such that
these data contrast with SUSAS in terms of lan-
guage and sentence length. Emo-DB also con-
tains the talking styles neutral and angry.

The ATCOSIM corpus [14] contains about
10 hours of unprompted, clean Air Traffic Con-
trol Simulation speech from non-native speakers
recorded during real-time simulations. It has not
been designed for the purpose of workload es-
timation, so that assignments of utterances to a

3This is the “Autocorrelation Envelope of the critical-
band filtered Teager Energy Operator (TEO)”.
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specific workload level are missing. This restric-
tion is overcome by taking the amount of "utter-
ances per minute" as an indicator of the current
demand and additionally weighting these values
with a linearly increasing ramp to account for the
fact that fatigue grows the longer a demanding
task has to be performed.

3.3 Analysis Framework

The analysis framework, sketched in Fig. 3, con-
sists of two main stages: feature extraction and
feature evaluation.

At the first stage, low-level features are ex-
tracted from the buffered audio signal, resulting
in one value per feature and time frame. For
each of these feature series, mean and variance as
well as other feature-specific characteristics are
computed. Speaker dependency is eliminated in
a subsequent step, before the normalized feature
characteristics are evaluated regarding their abil-
ity to separate between discrete classes of emo-
tions, workload or stress levels (depending on the
data under investigation).

3.4 Experimental Design

In the first experiment, we compare optimal per-
forming feature sets for classification of the talk-
ing styles angry and neutral, employing acted
emotional speech from the SUSAS and Emo-DB
databases. Classification performance is deter-
mined in terms of the Correct Classification Rate
(CCR), which is the pooled classification result
over 10 folds.

To get an idea of transferability, cross-
evaluation is performed in an intermediate step:
the best performing feature set for data set A
(SUSAS) is applied on data set B (Emo-DB) and
vice versa.

The same approach is followed for the
SUSAS workload tasks (referred to as data set
C and D, respectively) and the ATCOSIM speech
corpus.
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Figure 3: Feature Extraction and Evaluation Flowchart.

3.5 Results

Classification performance is satisfying concern-
ing acted emotions. The respective optimum fea-
ture sets and corresponding classification rates
are listed in Tab. 2 on page 6.

Cross-evaluation of SUSAS and Emo-DB
feature sets leads to the results shown in Tab. 3:
the five-feature set F(A) performs very well not
only on the SUSAS data where it has been de-
rived from, but also on the Emo-DB data (de-
grade of less than 4%).

For workload-induced stress analysis, clas-
sification results are significantly lower, as re-
vealed in Tab. 4. The Dual Tracking task pro-
duces acceptable results; it is, however, referred
to as “actual stress” in the SUSAS database (con-
trary to the Single Tracking task, which is la-
belled with “simulated stress”). Surprisingly,
cross-evaluation results show that the optimal
feature set found for the Dual Tracking domain
performs better on the remaining two workload
task domains than their “own” best performing
sets.

4 DISCUSSION

4.1 Methodic Aspects and Challenges

For a working speech monitoring system as
shown in Fig. 4 (on page 7), we need to define
decision rules for the classification process. This
includes the mapping of a certain range of fea-
ture values onto a certain region on the “degree-

of-workload” scale, which is a non-trivial task. It
requires

(a) knowledge of emerging stressors for the
specific job, and

(b) training data containing speech produced
under the influence of these stressors.

In this section, we discuss aspects to consider
when it comes to the creation of such a speech
database.

4.1.1 How to Simulate a Demanding Job

A working paper by Costa [4] lists the following
items among the main stress sources for ATCOs*:

Demand — Number of aircraft under control, peak
traffic hours, extraneous traffic, unforeseeable
events.

Operating procedures — Time pressure, having to
bend the rules, feeling of loss of control, fear of
consequences of errors.

Working times — Unbroken duty periods, shift and
night work

Looking at this listing, one has to question
how all these stressors can be represented in a 45-
minute recording session. In other words: how
can we simulate effects of fatigue, monotony,
shift work hours, etc. while maintaining hu-
mane work conditions? Furthermore, the para-
doxical effects of work underload will certainly

4Costa summarizes several surveys; for details, please
check the reference.
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SUSAS Talking Styles
Pitch: Mean
Pitch: Standard Deviation
Intensity: Variance

Emo-DB
2.MFCC
TEO: Average of Means

Glottal Spectral Slope
Harmonicity: Mean
CCR: 89.97%

CCR: 98.75%

Table 2: Best performing feature sets for acted emotions (CCR = correct classification rate).

F(A) — A

F(A) — B

FB) — A

F®B)— B

89.97%

95.00%

68.59%

98.75%

Table 3: Cross-evaluation of feature sets for acted emotions (A = SUSAS, B = Emo-DB).

SUSAS Single Tracking

SUSAS Dual Tacking

ATCOSIM

2. MFCC
Zero-Crossings: Variance

Pitch: Mean
Pitch: Average Deviation
Pitch: Kurtosis
Intensity: Mean
Glottal Spectral Mean
Glottal Spectral Slope

Zero-Crossings: Variance

CCR: 56.72%

CCR: 82.70%

CCR: 63.53%

Table 4: Best performing feature sets for workload tasks.

F(C)—-C | FC)—»D | F(C)—E
58.38% 55.80% 49.57%
FD)—-C | FD)—D | F(D) —E
63.63% 82.70% 66.24%
FE)—C | F(E)—D | FE)—E
49.04% 53.23% 63.53 %

Table 5: Cross-evaluation of feature sets for workload tasks (C = Single Tracking, D = Dual Tracking, E = ATCOSIM).
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Figure 4: Working principle of proposed speech monitoring system.

appear not before a significant amount of time
has passed.

Without any doubt, the ideal recording en-
vironment would be an ATCO’s workplace in a
“real” ATC center during regular service. Unfor-
tunately, this option has not been existent so far
due to legal reasons (data privacy) and the need
for physiological reference measurements during
recording (cp. 4.2.2), which may impact ATCO
performance.

So the approach of choice is as follows: de-
compose the job into single tasks and identify im-
pacting stressors. Design test scenarios for track-
ing single stress factors, do the recording and fea-
ture analysis, Finally, create a job-specific “stres-
sor model”.

This model, however, will hardly show lin-
ear behaviour, so that simple superposition of
(weighted) single influences will probably not be
successful. Moreover, since we assume the tem-
poral evolution of features to be of importance,
more sophisticated modeling techniques as, e.g.,
Hidden Markov Models (HMMs) [17] will be
chosen. In this context, the question arises how
much temporal information should be taken into
account”.

4.1.2  Feature Variation Between Speakers

It is a fact that phonologically identical utter-
ances show huge acoustic variation across speak-

A standard HMM implies the first-order Markov as-
sumption; i.e., that the probability of a certain observation
gn at time n only depends on the observation g, at time
n—1.

ers. This between-speaker variation exceeds
the within-speaker variation across emotions and
stress levels in some cases; especially when
analyzing pitch information, the gender of the
speaker contributes in large part.

The common strategy to overcome this re-
striction is called feature normalization: by sub-
tracting the mean and dividing by the standard
deviation, all feature values are centered and
scaled such that the variance equals 1. In mathe-
matical terms,

e f—uyr 0

G

with f* being the normalized version of feature
characteristic f, while uy and 6y represent the
overall mean value and standard deviation of f
for the current speaker.

Now that the range of values has been ad-
Jjusted, an analysis-of-variance test (ANOVA) can
be employed to test for statistically significant
deviation of a single speaker from the pooled
“group result”. It is then allowed to average fea-
ture values over all individual speakers which
show no significant deviation.

4.1.3 Feature Extraction and Analysis

Emotional changes happen very slowly com-
pared to changes in the speech signal. Features
are usually extracted in equidistant intervals of
about 10ms, which equals the shortest syllable
duration. This degree of precision is necessary to
ensure meaningful feature values, but produces a
lot of single data points.



Now, to analyze the data, it is sufficient to
evaluate it in intervals of several seconds. Imag-
ine an analysis window w of length [/ which is ap-
plied to the feature time series x. What we need
to specify is then

(a) an adequate method to map all information
within w onto a scalar value X, and

(b) areasonable value for /.

Regarding (a), higher-order statistical moments
(kurtosis) will be more succesful than simply
summing up or averaging over w, since effects
of transient events are preserved.

When thinking of employing prosodic fea-
tures (e.g., intonation or speech rhythm) that are
defined within the context of a sentence, an-
other challenge is to find appropriate segmenta-
tion points. A promising approach for automatic
sentence segmentation using prosodic features is
presented in [8].

4.1.4 Setting the benchmark

All findings from the literature are of a qualita-
tive kind so far (including ours in section 3.5). An
indispensable requirement for automated analy-
sis and decision is, however, quantification.

So, where to set the threshold for “capacity
overload”? One possible way is to take task per-
formance measures from simulation scenarios as
areference and to define a performance threshold
which should not be fallen below.

Another important issue is the problem of the
Jjust noticable difference (JND). How small can a
change in workload be to still be recognized; by
a human supervisor on the one hand, and by an
automated algorithm on the other?

Finally, the phenomenon of work underload
has to be considered. It is frequently reported
that many ATCO errors occur during periods of
low demand [4]. As mentioned above, physiolog-
ical measures do not seem to reflect work under-
load (cp. 2.2.1). Are there acoustical correlates
of work underload in the speech signal?
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4.1.5 Beyond “Professional Stress”

While most studies concentrate on stress intro-
duced by straining working conditions, Hering
[13] notes that “professional”” and “private” stress
can not be handeled separately. Remarkable
events in private life or a permanent imbalance of
working and leisure time increases mental load
and thus reduces subjective capacity in the long
run.

Since monitoring can only happen during
work hours, private stress and its consequences
can not be tracked and detected directly.

4.2 Speech Database Demands

4.2.1 Recording Situation

For plausible reasons, the recording environment
should “look and feel” as realistic as possible.

Although the ATCO-pilot communication
channel offers only poor sound quality (ampli-
tude modulation, bandwidth [500...2500]Hz),
the audio quality should fullfil at least wide-
band speech standard ([50...7000]Hz) and thus
be recorded at a sampling rate of at least 16kHz
with 16bit resolution. This facilitates “wide-
band” analysis (fundamental frequency, low en-
ergy, high-frequency consonant parts), followed
by optional “narrowband” analysis of the band-
passed speech signal with additive noise in order
to investigate channel effects.

Test persons should wear a headset micro-
phone to ensure a consistent recording level.

4.2.2 Additional Measurements

Although the aim of establishing a speech mon-
itoring system is to supersede the need for in-
trusive physiological measurements, it is nec-
essary to gather additional indicators of work-
load as metadata. Without this reference, voice
recordings could not be reconciled with any “ba-
sic truth” regarding workload. Pros and cons of
physiological measurement techniques are tested
and discussed in [23].

As a credible indicator of the instantaneous
taskload at a point in time ¢, the demand (in terms
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of volume and complexity) has to be recorded as
well.

4.2.3  Participants

The group of test subjects has to be arranged con-
sidering the following issues:

Experience of test subjects — The group should
consist of experienced ATCOs as well as begin-
ners and amateurs, assuming different amounts
of subjective capacity due to different levels of
experience and training.

Gender balancing — Some features show differ-
ent trends in different emotional states between
genders. For example, male speakers tend to
lower their speech rate in anger, while female
speakers speak faster in the same situation [22].
(The opposite has been noticed for sadness.)

Language — The language spoken has influence
on spectral [9] and rhythmic features [19]. The
latter is especially true for persons with another
native language [24].

S SUMMARY AND CONCLUSIONS

Speech analysis remains to be a promising
method for workload monitoring. The func-
tionality within specified test scenarios has been
shown in the literature. Still, a wide range of
open issues remains, as we have addressed in this
paper.

Concluding, we propose a roadmap to a
working speech monitoring system in ATC:

1. Definition of possible parameters and po-
tential stressors for a specific ATC job.

2. Recording and analysis of speech data pro-
duced under defined influences.

3. Determination of representative speech
features reflecting these influences.

4. Creation of an appropriate ‘“job model”.

5. Implementation of speech monitoring sys-
tem for the specific job model.

6. Testing under “real” conditions.
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