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Abstract

Due to the random nature of the ship’s motion in an open water environment, the deployment and the landing of air vehicles from a ship can often be difficult and even dangerous. The ability to reliably predict the motion will allow improvements in safety on board ships and facilitate more accurate deployment of vehicles off ships. This paper presents an investigation into the application of artificial neural network methods trained using singular value decomposition and genetic algorithms for the prediction of ship motion. It is shown that the artificial neural network produces excellent predictions and is able to predict the ship motion satisfactorily for up to 7 seconds.

1 Introduction

Operation of ship-based air vehicles, such as fixed-wing aircraft, helicopters, missiles and decoys, requires a stable and level platform for deployment and recovery. In many cases there is a time delay between the decision taken to commit and the time of the actual deployment or recovery of the air vehicle. During this time interval the ship motion and attitude may have changed to an unsuitable or unsafe state.

The motion of a ship in an open water environment is the result of complex hydrodynamic forces between the ship, the water and unknown random processes. This leads to the necessity to use statistical prediction methods for the prediction of this motion rather then a deterministic analysis, which would lead to a ship specific model that involves highly complex calculations [1], a lot of ship specific information which will make portability of the algorithm difficult and will require a significant simplifications and assumptions which is likely to introduce errors.

Therefore an algorithm capable of predicting the motion of a ship is required for the successful deployment of ship systems currently used on ships that operate in open sea environments. The issue of ship motion prediction has been researched in the industrial and academic arena for decades but an algorithm that can attain high accuracy levels for large prediction intervals required by modern systems operated from ship platforms has not been developed.

Past attempts at ship motion prediction [2, 3, 4, 5] have shown that traditional statistical prediction techniques such as the autoregressive moving average models and Kalman filters are unable to maintain a high degree of accuracy when the prediction interval is increased above 2-3 seconds when predicting ship motion in high sea states of 5 and above. The traditional statistical techniques used for time series prediction have difficulty dealing with noisy data, do not have much parallelism and fail to adapt to circumstances.

This paper explores the use of artificial neural networks which is a form of artificial intelligence to develop an algorithm that is capable of predicting ship motions. Artificial neural networks, in contrast to traditional statistical techniques,
promise to produce predictions with high accuracy as well as high efficiency due to their ability to learn and adapt according to the conditions present. The algorithm is intended to be used to aid the successful deployment of aircraft vehicles such as the helicopter shown in figure 1 or the missile launching as shown in figure 2 that are currently used on ships that operate in open sea environments. The future ship motion is likely to aid deployment and subsequently recovery of air vehicles from ship platforms.

2 Artificial Neural Networks

A neural network is simply a series of neurons that are interconnected to create a network[6]. Artificial neural networks (ANN) have been inspired by biological neural networks. The use of ANN in time series prediction relate to the application of ANN for the nonlinear system identification. The use of ANN is particularly appealing because of their ability to learn and adapt which will be important for this investigation as one of the underlying goals is to create an algorithm that is able to work in all conditions and environments. The ANN architecture that will be used to create the ANN for time series prediction will be the multi-layer feed-forward ANN. This type of architecture has a minimum of two layers consisting of the input layer and the output layer. In this investigation a three layered feed forward neural network consisting of an input layer, a hidden layer and an output layer is used. In a feed-forward ANN the inputs for each layer come from the preceding layer. A single neuron is shown in Figure 3.

It has $n$ inputs including a bias term, which has been set to 1 in this investigation. The inputs are each multiplied by their corresponding weight value, which are summed together and subsequently entered into an activation function. The output of the activation function will correspond to the output of the neuron. Mathematically, the output of a neuron is given as:

$$\text{out} = f(\text{net}) = f\left(\sum_{i=0}^{n-1} x_i w_i + w_n\right) \quad (1)$$

where the inputs are $x_i, i = 0, \ldots, n-1$. 

\[ \begin{array}{c}
I_0.w_0 \\
I_1.w_1 \\
I_2.w_2 \\
\vdots \\
I_{n-1}.w_{n-1} \\
1.w_n
\end{array} \]

\[ \text{Sum} \rightarrow f(\text{sum}) \rightarrow \text{Output} \]
Generally the neuron’s operation is not effected significantly by the activation function \( f(\text{net}) \) but the training speed is effected somewhat [7]. The activation function is usually a non-linear function that will determine the output of the neuron. Its domain is generally all real numbers. The range of the output for an activation function is usually limited between 0 to 1 and sometimes -1 to 1. The majority of activation functions use a sigmoid (S-shaped) function. In this investigation the activation function shown below was primarily used:

\[
  f(\text{net}) = \tanh(\text{net})
\]  

The use of ANN for time series prediction has a number of distinct advantages. Firstly, there is also no need to choose any particular model for the ANN. A validation process is included to ensure that the ANN is working correctly. If the architecture of the ANN is poorly designed, the ANN may be able to learn irrelevant details specific to the training set which will lead to an ANN that is only relevant to the training set. Conversely, the ANN may have a deficient architecture where the ANN is not able to learn the subtleties required for accurate outputs. The validation process should reveal these problems and is discussed in detail in section 2.2.

### 2.1 Training the Network

The training of the network can be viewed as a minimization process where the weights in the ANN are systematically adjusted in a manner that reduces the error between the output of the ANN and the desired output. Therefore the process of training the neural network becomes an optimization problem where the performance of the neural network will be dependent upon the quality of the solution found after the training process has been completed.

The aim of this investigation is to develop a methodology to predict ship motion in real time. Singular value decomposition (SVD) is a linear regression technique that can quickly obtain an approximate set of optimum weights which is far superior to randomly generating the weights. A detailed description of the SVD technique is beyond the scope of this paper but essentially the matrix \( X \) which satisfies the function:

\[
  AX = B
\]

when \( A \) and \( B \) are known can be calculated efficiently using SVD. When applying it to the ANN process the weights between the input layer and the hidden layer are initially randomly generated. The training samples are then inserted into the ANN and the hidden layer activation functions are calculated creating a matrix equivalent to \( A \). Also, the values for the inverse transfer function of the output are also calculated creating a matrix equivalent to \( B \). Applying SVD and solving Eq 3, the approximate optimal weights \( X \) are found.

The conjugate gradient (CG) algorithm created for the ANN in this investigation was based on the Polak-Ribiere algorithm and is used with the SVD method. The mathematical justifications for the algorithm are beyond the scope of this paper but a detailed description can be found in Polak [15]. In a general sense, the algorithm generates a sequence of vectors and search directions. It can be shown that the exact minimum will be obtained if the multi-dimensional function can be expressed as a quadratic. The ANN error function is quadratic close to the minimum so it is expected that once close to a minimum, convergence to the local minimum will be very rapid [10]. Therefore the best values returned from running the SVD can be used as the initial starting point for the conjugate gradient search.

### 2.2 Validation of ANN model

To ensure that the weights in the ANN have been correctly set and that the output of the ANN is sufficiently reliable, a validation process is applied after training has been completed. The set of known inputs with their desired output needs to be divided into two distinct sets. The first set is the training set and is used throughout the training period to adjust the weights to the appropriate values as discussed previously in section 2.1.

The second set is referred to as the validation set and is used to test the ANN. Once the values
of the training set have been determined, the inputs from the validation set are inserted into the ANN and the output of ANN is compared with the target values in the validation set. The validation process is included to ensure that the ANN is working correctly. It is to ensure that the ANN has not overfitted the data.

The architecture of the ANN refers to the number of neurons that are used in the input and hidden layers. If the architecture of the ANN is poorly designed, the ANN may be able to learn irrelevant details specific to the training set which will lead to an ANN that is only relevant to the training set. Conversely, the ANN may have a deficient architecture where the ANN is not able to learn the subtleties required for accurate outputs. The validation process should reveal these problems. The entire ANN process including the validation process is shown in Figure 4.

It can be clearly seen that the first stage involves inputting the training set into the ANN. The ANN adjusts its weights in the ‘learning’ process until the error between the target values and the output of the ANN is reduced to a minimum. Next, the validation set is inputted into the ANN. The output of the ANN is compared to the target values of the validation set and the ANN is accepted if the error is of a low enough value or alternatively rejected if the error is too high.

The error in the validation set may be higher than the error found at the end of training but should not be significantly larger or there is a problem with the ANN. Also, the validation set should be independent to the training set to ensure that there is no bias added into the validation process. It is not permissible to use any of the training data in the validation stage, as this will not give a good indication of the ANN’s validity.

3 Application of ANN to Ship Motion Prediction

The algorithm developed were subsequently applied to measured ship roll angle data taken from a cruiser size vessel operating in sea states 5-6. The term sea state is a description of the properties of sea surface waves at a given time and place [14]. The greater the sea state the rougher the conditions. The results shown in this section are the average results obtained by applying the algorithm to four separate ship motion databases. Each database had approximately 600 seconds of roll angle data available sampled at 2Hz. The training data was set to two thirds of the data sets and the validation set was designated as the final third of the data sets. All results shown in this section are the predictions made using the validation set only. A graphical representation of the results are shown in Figure 5 while an example prediction is shown in Figure 6.

In this investigation the ANN had eight neurons in the input layer and three neurons in the hidden layer. The output layer naturally only had one neuron. Therefore, for every lead prediction interval a single ANN is used. The ANN is capable of creating multiple predictions of different magnitude but it is better that a separate ANN is used for every prediction interval. The basis for the presumption is that the weights for an optimal prediction will vary according to the prediction interval desired. By having the ANN create multiple predictions, the overall optimal prediction cannot be made. By having separate ANN create separate predictions, the optimal weight configuration can be obtained for each prediction and therefore, higher accuracy can be expected.
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During the training process thirty separate trials were conducted using the SVD training algorithm and then the best solution was chosen and inserted into the CG algorithm as the initial starting point for the CG search.

Figure 5 shows that at low prediction intervals the accuracy levels are extremely high and the quality of the predictions reduces as the prediction interval is increased. This is as expected.

One of the anomalies that can be seen in Figure 5 is that the 4 second prediction is better than the 3 second prediction. The explanation for this anomaly relates to the operation of the SVD algorithm. As stated in /reftraining, when applying the SVD to the ANN process the weights between the input layer and the hidden layer are initially randomly generated. Therefore the ANN was able to produce exceptionally high levels of accuracy for one of the databases because it had a very good set of randomly generated weights and therefore the overall average was very high.

To ensure that the ANN has the best set of initial weights it would be necessary to conduct as many trials as possible of the SVD as each trial would have a unique set of input weights and potentially lead to better overall accuracy. However, there is an associated cost in the form of computational processing time.

It can be clearly seen in Figure 5 that the accuracy level when the prediction interval is ten seconds is approximately 40%. This may seem quite poor but if Figure 6 is examined it is evident that the ship motion is still very well represented. The important aspects that should be considered with regards to Figure 6 is that the large fluctuations in the amplitude of the motion are well represented. The ANN was also able to predict the region of motion where the amplitude is not large which is equally important. For example, if one wanted to land a helicopter on a ship deck the pilot would be interested to know when the roll motion would have a large amplitude as this would make it unsafe to land, but equally important is knowing when the amplitude is low as this would mean that it would be safer to land. Therefore, as the motion of the ship as the low and high amplitude motion is predicted, even in predictions of up to 10 seconds, the ANN algorithm trained using a combination of the SVD and CG algorithms is very effective.

4 Conclusion

In this paper an artificial neural network based method utilizing a combination of the singular value decomposition and conjugate gradient algorithm for the prediction of the ship motion was presented. It was shown that the artificial neural
networks were capable of learning the motion and producing accurate predictions for intervals up to 10 seconds. The most important outcome of the investigation was that the high and low amplitude motion was very well represented for all prediction interval lengths.
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