Abstract

Uncertainty modeling is a critical element in the estimation of robust stability margins for stability boundary prediction and robust flight control system development. There has been a serious deficiency to date in aeroservoelastic data analysis with attention to uncertainty modeling. Uncertainty can be estimated from flight data using both parametric and nonparametric identification techniques. The model validation problem addressed in this paper is to identify aeroservoelastic models with associated uncertainty structures from a limited amount of controlled excitation inputs over an extensive flight envelope. The challenge is to update analytical models from flight data estimates while also deriving non-conservative uncertainty descriptions consistent with the flight data. Transfer function estimates are incorporated in a robust minimax estimation scheme to update models and get error bounds consistent with the data and model structure. Uncertainty estimates derived from the data in this manner provide an appropriate and relevant representation for model development and robust stability analysis. The method incorporates parametric and nonparametric uncertainty into various uncertainty structures for quantitative measures of robust stability relating to parameter variations and unmodeled dynamics. This model-plus-uncertainty identification procedure is applied to aeroservoelastic flight data from the NASA Dryden Flight Research Center F-18 Systems Research Aircraft (F-18 SRA).

1 Introduction

Aeroservoelastic systems comprise interactions of generally multi-input multi-output sampled-data control feedback with actuation dynamics coupled with aeroelasticity. Highly augmented closed-loop flight test data require extra care in distinguishing system component dynamics. Discrimination of source and response effects for proper understanding of issues in causality may be problematic. Flight test verification of an aeroservoelastic model can also have difficulty in discerning the individual subsystem dynamics because of inaccessible parameters or inadequate sensing for system identification procedures. For instance, aerodynamic parameter identification algorithms for aeroelastic effects may encounter problems with flexibility [1], closed-loop coupling, and transonic nonlinearity.

Model verification over an extensive flight envelope presents more challenges. Test data acquisition is expensive so maneuvers are designed for maximum efficiency and data quality. A verification method is desired which accurately and efficiently includes identification of critical parameters, addresses mismodeling and unmodeled dynamics, deals with test condition and system variability, and derives data-consistent parametric and nonparametric uncertainty descriptions. Parametric uncertainty is generally caused by mismodeling of system properties, off-nominal test conditions, and model over-simplifications. Nonparametric uncertainty often relates to unmodeled dynamics and exogenous inputs, and requires weaker assumptions on the identified system.

With such apparent complications in mind, this paper takes the approach that estimation of aeroservoelastic models must deal directly with uncertainty in model verification. Parameter identification will be applied for model updates from the test data while addressing mismodeling and unmodeled dynamics. Parametric and nonparametric uncertainty
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are incorporated to help minimize conservativeness and include both structured and unstructured uncertainty. Non-statistical estimation approaches are preferred to avoid restrictive assumptions, minimize algorithmic complexity, and improve reliability in the form of error bounds. Most importantly, the effectiveness of model-based quantification of uncertainty bounds is appealing for robust control-oriented applications [2, 3, 4].

Set membership identification has been presented in a variety of contexts. Bounded error estimation [5], or bounded data uncertainty [6], characterizes feasible sets of parameters with uncertainty estimates consistent with the data, model structure, and prior information on uncertainty bounds. This last requirement can be in the form of known but bounded disturbances [7, 8], constraints on the system impulse response and inputs [9], or assumptions on bounded data perturbations [10].

Two general research directions of set membership estimation are: (1) obtain the exact membership set, and (2) compute a specific optimal estimate in the membership set. The former has suffered from computational complexity and conservatism [7, 11]. An optimal, robust minimax estimate approach is applied in this paper, but the *apriori uncertainty bound is not required*. Minimum upper error bounds are computed with the parameter estimates such that the feasible set is described as a function of the error bounds. Hence, computation of the minimum error bound results in a smallest non-empty feasible set [12].

Transfer functions and modal parameter estimates derived from time-frequency representations have previously been applied to estimate state-space aeroservoelastic models [13, 14]. Morlet wavelet filtering [15, 16, 17] is employed in this paper to update modal parameters as a first step in aeroservoelastic model identification and uncertainty estimation. Standard transfer functions are then employed in the estimation of input-output parameters with associated uncertainty using an optimal minimax procedure. Bounds derived from these estimates define parametric and nonparametric errors which relate to multiplicative and additive uncertainty structures, respectively, for mixed-μ [18, 19] robust stability analyses.

Uncertainty modeling for aeroservoelastic data analysis has not been addressed adequately in the literature. This paper addresses the problem by deriving models with non-conservative uncertainty descriptions consistent with the flight data in a robust control-oriented approach using F-18 Systems Research Aircraft (SRA) [20] data to compare models using multiplicative and additive uncertainty structures.

2 Uncertainty Modeling

The aeroservoelastic open-loop plant model includes rigid body and elastic modes, coupled high-order actuator dynamics, and control surface modal dynamics [21]. Including the aerodynamic lag states, the aeroservoelastic state equations take the following form

\[
\dot{x} = Ax + Bu \quad ; \quad u = \delta_d \\
y = Cx + Du \quad ; \quad x = [\eta_\delta \eta_r \eta_\nu \eta_\varsigma] \delta
\]

consisting of input control surface commands \(\delta_d\), actuator states \(\eta_\delta\), rigid body states \(\eta_r\), flexible mode states \(\eta_\nu\), aerodynamic lag states \(\eta_\varsigma\), and control surface displacements \(\delta\). Aeroservoelastic plant, \(P\), is therefore represented as the state-space operator. Associated with this time-domain representation is the transfer function, \(P(s)\), a function of the complex Laplace variable, \(s\), such that \(y = P(s)u\).

\[
P(s) = D + C(sI - A)^{-1}B
\]

Controller \(K(s)\) is modeled similarly, but being a digital implementation of the aircraft control laws, it is modeled as a function of discrete complex variable, \(z\), as \(K(z = e^{sT})\) specified by the sampling time \(T\) and a zero-order sample-hold at the input of the controller.

A robust characterization of the feedback model incorporates unstructured uncertainty to account for unmodeled dynamics and parameter variations. Unmodeled dynamics are represented with simple cone-bounded transfer functions at the input-output reference locations. Assume the model is suitably scaled with weightings \(W_1\) and \(W_2\) so the uncertainty can be represented by operator \(W_1 \Delta W_2\). With uncertainty incorporated into the proper loop reference locations, the robust stability condition is determined by analyzing unity-norm bounded perturbations, \(\|\Delta\|_{\infty} < 1\), with the Small Gain Theorem [19].

Multiplicative uncertainty as shown in figure 1 is used to represent unmodeled dynamics and errors at the feedback output sensors \((w_o = \Delta_o z_o)\) and actuator input commands \((w_i = \Delta_i z_i)\). Each of \(\Delta_o\) and \(\Delta_i\) are diagonal complex perturbations of appropriate output or input dimensions. Performance specifications are in terms of sensor noise attenuation (output response
Multiplicative perturbation at the output results in perturbed model $\tilde{P}_o = (I + \Delta_o)P$, and at the input the perturbed model is $\tilde{P}_i = P(I + \Delta_i)$. Necessary and sufficient conditions for unstructured robust stability are then derived from tests on loop sensitivity functions. Necessary and sufficient conditions for unstructured robust stability are then derived from tests on loop sensitivity functions. Unstructured robust stability tests representing these types of uncertainty are described from the complementary sensitivity matrix functions of complex $P(s)$ and $K(s)$, for $\Delta_o \in L_\infty$ and $\Delta_i \in L_\infty$.

A characterization which augments ($\Delta_a = \Delta_o z_a$) with the complex multiplicative uncertainty representation of unmodeled dynamics from figure 1 will also be referred to as the combined structure of additive and multiplicative uncertainty shown in figure 3. Here $\Delta_o$ is a full-block complex perturbation since frequency-dependent errors are allowed to enter any of the multi-input-multi-output loops arbitrarily.

The robust stability criteria of (2) vary with the uncertainty description. Uncertainty structure depends on the type of perturbation and how it connects the the nominal system. A mixed uncertainty structure consists of (real) parametric and (complex) unmodeled dynamic perturbations and cannot be treated adequately with a simple cone-bounded representation. The structured singular value, $\mu$, is used to reduce conservatism for problems with structured specifications of uncertainty [19, 21]. Robust stability tests of (2) are stated in terms of an upper bound of $\mu$ (noting $\mu$ dependence on $\Delta$) at each frequency $\omega$ [18].

In this paper, the analysis setup of figure 1 is primarily used as a benchmark for aeroservoelastic stability analysis in the $\mu$ framework. In the output-multiplicative parameterization, $\tilde{P}_o = (I + \Delta_o)P$, for example, $y = (I + \Delta_o)Pu$, and

$$z_o = -PK(w_o + z_o) = -(I + PK)^{-1}PKw_o$$

indicate that closed loop stability is guaranteed if $(I + PK)^{-1}PK\Delta_o$ is less than unity. This suggests an interpretation as a multivariable transfer function gain in the sense that $\|T_o\Delta_o\| \leq \|T_o\|$ since $\|\Delta_o\| < 1$.

To establish a common analysis consistent amongst the various uncertainty structures, while dealing with structured uncertainty in general, the robust stability criteria of (2) are replaced with

$$\mu_{\Delta_o}(W_2T_oW_1) \leq 1 \quad ; \quad \mu_{\Delta_i}(W_4T_iW_3) \leq 1 \quad (4)$$
and the control action stability criteria of (3) becomes
\[ \mu_{\Delta_0}(W_6K(I+PK)^{-1}W_5) \leq 1, \quad \|\Delta_0\|_\infty < 1. \]  \hspace{1cm} (5)

These conditions imply that for all perturbations matrices, \( \{\Delta_0, \Delta_i, \Delta_o\} \), with appropriate structure and satisfying the upper bound constraints, \( \|\Delta_0\|_\infty < 1, \|\Delta_i\|_\infty < 1 \), and \( \|\Delta_o\|_\infty < 1 \), respectively, the perturbed system is stable. All weights \( W_i \) are chosen to scale the auxiliary variables \( \{w, z\} \) such that these upper bound constraints are valid. Also, there is a particular perturbation matrix not satisfying the constraints that causes instability, and this is found best from the computational lower bound [18, 19]. Therefore, the \( \mu \) upper bound plot determines the size of perturbation for which the loop is robustly stable. Lower peaks imply more robust stability.

In the present application, real parameter uncertainty is represented with bounded real perturbations, \([\delta_1, \cdots, \delta_n], \|\delta\|_\infty < 1\), in the aeroservoelastic plant output. A diagonal real-perturbation block is augmented to the complex output perturbation block, \( \Delta_o \), to get \( w_{ro} = \Delta_{ro} z_{ro} \) from
\[
\Delta_r = \begin{bmatrix} \delta_1 & \cdots & \delta_n \end{bmatrix}; \quad \Delta_{ro} = \begin{bmatrix} \Delta_r & \Delta_o \end{bmatrix}. \hspace{1cm} (6)
\]

The multiplicative structure from figure 1 is modified with the additional \( w_r = \Delta_r z_r \) as shown in figure 4. Therefore, figure 1 is actually contained in figure 4, but the additional real perturbation block at the output in figure 4 will account for individual modal contributions to the feedback response to the controller. A real-\( \mu \) analysis augmented with a complex block is a mixed-\( \mu \) problem. Complex blocks added to real perturbation problems have engineering relevance by accounting for phase uncertainty, besides guaranteeing continuity properties and assisting convergence [18]. The complex blocks, \( \{\Delta_o, \Delta_i\} \), for the current problem are also motivated by uncertainty modeling of unmodeled dynamics as a function of the nominal complementary sensitivity transfer functions in (4), and so are retained from figure 1.

Alternatively, the effect of real parametric uncertainty at the plant input or output will be shown to represent an additive uncertainty in the plant transfer function, as in figure 3. In the current analysis, the additive perturbation derived from the plant uncertainty \( w_a = \Delta_a z_a \) will be compared with a consistent real perturbation analysis \( w_r = \Delta_r z_r \) of the associated structured uncertainty of figure 4 for the F-18 SRA aeroservoelastic model.

3 Wavelet-based Modal Estimation

Time-frequency analysis provides a powerful tool for the analysis of nonstationary signals [22, 23, 24]. Signal structure is revealed by quantifying the time-frequency distribution of signal energy as a joint function of time and frequency. Energy density concentrations are revealed as specific areas in the time-frequency plane.

A novel multiresolution wavelet signal processing method is applied to time-frequency analysis of signals by decomposing data into cells with properties of scale and frequency concentrated in time. The cells consist of Gaussian-windowed sinusoidal basis functions, also known as Morlet wavelets, creating a multiscale decomposition in a filter bank structure [24]. Competing requirements of time and frequency resolution, subject to the uncertainty principle [23], is accomplished with a combination of dyadic multiscale decomposition, compact orthogonality, and harmonic wavelet properties [25].

Parameter estimates are derived from time-frequency representations using Morlet wavelet filtering [15, 16]. Morlet filtering is a signal analysis technique which can use time-frequency input information for specification of energy concentrations but does not regard the system as an input-output state-space realization. Morlet wavelets constitute the basis for the energy-density distribution, and assuming the dominant sinusoidal characteristics in sensor responses are modal responses, are then used to estimate the modal parameters. The wavelet basis representation of the...
signal is therefore a projection subspace for extraction of modal dynamics.

As a first step in aeroservoelastic model identification and uncertainty estimation, the state-space transfer function plant description of (1) is transformed into real bidiagonal modal form with transformation matrix $T$.

$$
P = \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} TAT & TB \\ CT & D \end{bmatrix} \tag{7}
$$

These two-by-two blocks of complex conjugate roots represent $M$ number of modes, where $\zeta$ is the modal damping ratio, $\omega_n$ the natural modal frequency, and $\omega_d = \omega_n \sqrt{1 - \zeta^2}$ is the damped modal frequency for each mode (ignoring real roots for simplicity here). From this state-coordinate transformation the roots of structural modes are generally simple to discriminate from actuator, rigid body, and aerodynamic lag states.

In this paper, parametric errors in modal frequency and damping estimation are not explicitly considered in the uncertainty description, as in previous studies [16, 21]. Justification for this lies in choosing a high confidence factor for allowable estimates to help minimize estimation error [15]. Also, this error will be implicit in the uncertainty model development to be discussed.

Observability of modal dynamics obviously affects identifiability. All available control feedback responses of the aeroservoelastic plant are used to identify modal parameters from each control command maneuver. Numerous responses become available for estimation of most modes to establish a high degree of confidence from at least one of the responses.

<table>
<thead>
<tr>
<th>Feedbacks</th>
<th>Control commands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal</td>
<td></td>
</tr>
<tr>
<td>pitch rate</td>
<td>symmetric stabilator</td>
</tr>
<tr>
<td>normal acceleration</td>
<td>symmetric aileron</td>
</tr>
<tr>
<td>Lateral-directional</td>
<td></td>
</tr>
<tr>
<td>roll rate</td>
<td>differential aileron</td>
</tr>
<tr>
<td>yaw rate</td>
<td>differential stabilator</td>
</tr>
<tr>
<td>lateral acceleration</td>
<td>rudder</td>
</tr>
</tbody>
</table>

Table 1 Feedbacks (left) and controls (right) used for F-18 transfer function and modal parameter estimates.

For the F-18 SRA maneuvers used in this research, table 1 lists the available control commands used to generate the listed feedback signals for modal parameter estimation, and subsequent transfer function estimation for uncertainty analyses. Discrete multisine control commands are the inputs for the aeroservoelastic transfer functions. There are 25 analysis maneuvers in the matrix. Subsets of these correspond to predominantly symmetric or antisymmetric maneuvers, but in reality most modes are excited with either type of input.

4 Minimax Parameter and Uncertainty Estimation

Uncertainty estimation for aeroservoelastic systems depends on a variety of off-nominal factors to consider such as fuel weight, flight condition, control gains, hinge moments, and other aerodynamic effects. The maneuvers used in this research from the F-18 SRA were predominantly flown for the purpose of model verification and update in support of the F-18 Active Aeroelastic Wing Program (AAW) [26]. Flight conditions therefore lie entirely inside the F-18 AAW envelope, which is predominantly transonic and near-transonic. Aerodynamic parameter estimation, loads analysis, and aeroservoelastic model verification were primary flight test objectives for these maneuvers.

System identification with uncertainty modeling requires determination of reliable bounds with the nominal estimates. Interval and bounded-error estimation techniques have pre-defined bounds on the error from apriori knowledge of the system or sensors. This assumption is unacceptable, especially for analysis of aeroservoelastic flight data in the transonic regime, since reliable bounds on the errors do not exist. Most importantly, popular methods for identification are not model-based, so the errors are not relevant to the model, but only depend on the data and estimation process itself.

Aeroservoelastic models are often of high order, significant dynamic range, and contain lightly damped modes. Any methods which depend on simultaneous parameter and model order estimation will have complexity problems attempting to discern order from uncertainty. Even for fixed-order estimation, identification of structural parameters with input-output (C and B) parameters is susceptible to non-uniqueness, convergence, and bias problems unless severe assumptions are imposed [3, 14, 27]. Again, these procedures are often based on statistical arguments, and often are not model-based. Stability prediction based on errors between models and aircraft requires uncertainty relative to a model.
4.1 Robust Minimax Parameter Estimation

Robust minimax estimation not only provides the minimum upper bound on the error, but also provides a parameter set compatible with any error upper bound [12]. The problem is stated in terms of error, $\varepsilon(k, \Theta)$, its bound $\varepsilon$, and parameter vector, $\Theta$, given $N$ measured frequency response data, $y(k)$, and model frequency response vector, $\phi(k)$, $k = 1, ..., N$.

$$\varepsilon \equiv \|\varepsilon\|_{\infty} = \max_k |\varepsilon|, \quad \varepsilon(k, \Theta) = y(k) - \phi(k)\Theta$$  \hspace{1cm} (8)

Since the minimum upper error bound over frequency, $\varepsilon$, is assumed unknown, it is estimated from the minimax procedure. The minimum value of $\varepsilon$ is desired that is consistent with the flight data frequency responses. A solution set is given by

$$\{\hat{\Theta} | \hat{\Theta} = \arg \min_{\Theta} \max_k |\phi(k)\Theta - y(k)|\}$$  \hspace{1cm} (9)

which can be transformed to a differentiable linear programming problem using additional variable, $x$, subject to constraints, for $k = 1, ..., N$.

$$\hat{\Theta} = \arg \min_{\Theta} x; \quad |\phi(k)\Theta - y(k)| \leq x$$

It can then be shown that the set of all $(x, \Theta)$ consistent with the constraints is a convex unbounded polyhedron, or for any $x \geq \varepsilon$ [12].

$$\Theta = \hat{\Theta} + \Delta \Theta = \hat{\Theta} + \Delta(x)$$  \hspace{1cm} (10)

The feasible polytope for $(x, \Theta)$ thus contains the exact description of the solution set of $\hat{\Theta}$, including a range of feasible parameters contained in a positive interval $\Delta \Theta$ that satisfies (9) for any $x \geq \varepsilon$. Therefore, the most important property of this approach for uncertainty estimation is that a minimum upper bound on the frequency response error, $\varepsilon$, is found which is compatible with parametric errors, $\Delta \Theta$, so these parametric errors are derived from the value of the non-parametric error cost function, $|\varepsilon(k, \Theta)|$.

A seemingly attractive analytic center approach to bounded-error estimation was recently proposed [7, 28] to minimize logarithmic average output error.

$$\hat{\Theta} = \arg \min_{\Theta} \sum_k \log |\phi(k)\Theta - y(k)|$$

This estimator has nice properties in terms of output error minimization, robustness to outliers, and online sequential implementations. However, these properties and error bounds depend on apriori knowledge of noise bounds. This estimator is not chosen because of the necessary noise assumptions and absence of guaranteed parametric error bounds.

4.2 Model Updates and Output-Uncertainty Estimation

Now the procedure for flight data analysis is described in the robust minimax estimation framework. First, the $A$-matrix of (7) is updated to get estimate, $\hat{A}$, with wavelet modal filtering. Then the column of the $\{B, D\}$-matrices in (7) corresponding to a particular control command input is appropriately scaled by matching the norms of the model and estimated data transfer functions from control command to feedback sensor. These estimates are denoted as $\{\hat{B}, \hat{D}\}$. Each element of the model $C$-matrix corresponds to a modal contribution to the feedback response. Elements of the appropriate row of the model $C$-matrix corresponding to the feedback response are then chosen for optimization only if they correspond to modal responses within a specified frequency range. Vector $y$ is the flight data response from a feedback sensor, being a sum of the aircraft modal responses.

Each row of the model $C$-matrix is expanded as

$$\hat{P} = \begin{bmatrix} \hat{A} & | & \hat{B} \\ c_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & c_n \end{bmatrix}$$

where $\hat{D}$ is resized from elements of $\hat{D}$ corresponding to diagonalization of a row of $C$. Arrange the updated model frequency response matrix, $\hat{P}(i\omega_k)$, to form the $n$-columns (for $n$ states) of matrix $\Phi$, where each column corresponds to a modal frequency response contribution to the total feedback sensor response.

$$\Phi(k, l) = \hat{P}(i\omega_k, l), \quad l = 1, ..., n; k = 1, ..., N$$  \hspace{1cm} (11)

Parameter vector, $\Theta$, is the multiplier (nominally $\Theta = [1 \cdots 1]^T$) on the model response matrix, $\Phi$, to match the flight data response. Absolute transfer function error, $\varepsilon$, is the maximum of the frequency-dependent error vector, $\hat{\varepsilon}$, expressed as follows (compare to (8)).

$$\varepsilon \equiv \|\hat{\varepsilon}\|_{\infty} = \max_l |\hat{\varepsilon}|, \quad \hat{\varepsilon} = y - \Phi \hat{\Theta} = y - \hat{y}$$  \hspace{1cm} (12)

In light of the robust properties of logarithmic error criteria [28, 29, 30], and the well-known property of Chebyshev estimators being optimal in terms of worst-case parameter error, the objective function is chosen as a log-type Chebyshev estimator.

$$\hat{\Theta} = \arg \min_{\Theta} \max_\omega \log |\Phi \Theta - y|$$  \hspace{1cm} (13)
There is strong justification for this performance criteria. It has been shown that logarithmic error minimization is superior to absolute error minimization for parametric transfer function estimation, especially for structural systems and high order problems [30]. Properties from (9) still hold in a log-sense since the log function and its inverse (exponential) are monotonic smooth functions of the data. Furthermore, log-based frequency response estimation demonstrates superior performance in closed-loop systems, with mutually correlated signals in feedback, and is robust to noise characteristics and outliers without relying on statistical assumptions [29].

Parametric uncertainty is multiplicative in the real $C$-matrix values since the identified parameter vector, $\hat{\Theta}$, is a multiplier to the model. This is the optimal nominal estimate. It was also shown that from the identification procedures of (9) or (13), a real positive uncertainty interval $\Delta \Theta$ to this nominal part results from (10). Decomposing the identification problem into these nominal and uncertain parts, an estimate of the real parameter uncertainty becomes (see (12))

$$
\| \hat{\Theta} \| + \varepsilon \equiv \| \hat{\Theta} \| + \| \hat{\Theta} \cdot \Delta \Theta \|
$$

$$
\iff \varepsilon = \| \hat{\Theta} \cdot \Delta \Theta \| \leq \| \hat{\Theta} \| \| \Delta \Theta \|
$$

$$
\Rightarrow \Delta \Theta \approx \frac{\varepsilon}{\sum_{k=1}^{N} |\Phi_{k,l}|}, \ l = 1,...,n \quad (14)
$$

where element-by-element division (e./) is implied. In the expression $\hat{\Theta} \cdot \Delta \Theta$, each uncertain element of $\Delta \Theta$ is weighted by a column sum of $\hat{\Theta}$. Each element of the positive uncertain vector, $\Delta \Theta$, therefore results from a division by $\sum_{k} |\Phi_{k,l}|$, a weighting by an inverse absolute column sum (vector 1-norm). This is a decomposition of the absolute total error over frequency, $\varepsilon$, into individual modal contributions in the elements of $\Delta \Theta$. Elements of $\Delta \Theta$ with denominator sums less than a small threshold retain nominal $\hat{\Theta}$ values ($\Delta \Theta(l) = 0)$ to avoid numerical problems, but also denote relatively insignificant modal responses (column-sums of $|\Phi|$, see (11)) with no observability.

Note that $\Delta \Theta = \Delta(\varepsilon)$ from the linear programming solution (compare (10) and (14)), so the parametric error is a by-product of the non-parametric frequency-dependent global error, $\hat{\varepsilon}$. Also note that the minimum upper bound error, $\varepsilon$, is a constant additive perturbation bound over frequency from the relations in (8) and (12). This corresponds to the uncertainty that is added to the nominal estimate, $\hat{\Theta} = \hat{\Phi} \Theta$, to account for the flight data transfer function, $y$, from (8). In either case, the non-parametric frequency-dependent error, $\hat{\varepsilon}$, or its more conservative bound, $\varepsilon$, characterizes the additive perturbation error at each frequency, $k = 1,...,N$, in figures 2 and 3.

$$
\ v_{\omega} = \Delta_{w} z_{\omega} = \Delta_{w} |\hat{\varepsilon}_{k}|, \ |\hat{\varepsilon}_{k}| \leq \varepsilon \quad (15)
$$

Alternatively, the real-parametric error, $\Delta \Theta$, naturally represents real uncertainty from (6) and figure 4 as a multiplier on the nominal $C$-matrix. For each output, using element-wise multiplications denoted by (\ast), the uncertainty is described by

$$
C_{\Delta} \equiv \hat{C} + \Delta C = C \ast \hat{\Theta} \pm \Delta C
$$

$$
\| \Delta C \| \equiv \| C \ast \Delta \Theta \|
$$

where operator $\Delta_{r}$ is the real perturbation defined in (6), $w_{r} = \Delta_{r} z_{\omega} = \Delta_{r} \Theta_{r}$, $\| \Delta_{r} \| < 1$ and therefore $\| \Delta_{a} \| < 1$ since $\| \Delta_{a} \| < 1$. Note that real-parametric variation, $\Delta C$, varies equally positively or negatively according to $\| \Delta_{r} \| < 1$ while $\Delta \Theta$ is a positive range of variation.

It is important to note here that $\Delta \Theta$ therefore serves as both a contribution to the additive error bound (from (14) and (15), allowed to be complex in general to account for phase variations), and also as a multiplicative output real-parametric error in (16), so it is integral to both types of uncertainty descriptions. Despite this relationship, the manner in which the uncertainty is modeled (complex-additive vs. real-multiplicative) determines its structure and will affect the robust stability analysis. Comparisons of both manifestations will be demonstrated next.

5 Aeroservoelastic Data Analysis

Three types of uncertainty structures have been discussed as being relevant to aeroservoelastic uncertainty modeling. They are compared in this section.

- complex-multiplicative loop uncertainty (baseline structure, figure 1 with criteria in (4))
- additive combined with complex-multiplicative loop uncertainty (combine figures 1 and 2 to get figure 3 with $\Delta_{a}$ in (15))
- mixed real-parametric, complex-multiplicative loop uncertainty (figure 4 with (16))

Complex-multiplicative loop uncertainty at the input and output in figure 1 is the baseline analysis. This
Baseline structure is augmented with additional perturbation blocks in the additive and mixed analyses. All weights $W_i$ are unity by nature of the perturbation descriptions, maintaining that $|Δ| < 1$ for all perturbations, $w = Δz$. All uncertainty analyses operate on models that are updated with the wavelet modal parameter estimates unless stated otherwise. Results are for the F-18 SRA flight condition of Mach 0.9, altitude 5,000 feet using all three available inputs denoted in Table 1 for lateral-directional maneuvers.

**Fig. 5** Complementary sensitivity $µ$-analysis.
Left plot: Complex-$µ$ analysis (thin lines, uncertainty structure in figure 1) compared to upper bound (ε) additive-$µ$ analysis (thick lines, structure in figure 3)
Right plot: Complex-$µ$ (thin lines) compared to varying (Δε) additive-$µ$ analysis (thick lines)

Baseline complex-multiplicative complementary sensitivity $µ$-analysis results, using a discrete implementation of controller $K$ as mentioned below (1), are compared with additive loop uncertainty at the output (solid) and input (dashed) in Figure 5 for the F-18 SRA lateral-directional flight condition. Comparisons between upper-bound additive (ε, left plot) and varying additive (Δε, right plot) results are presented. Note that the additive results must be at least as large in magnitude as the baseline since additive also includes complex-multiplicative uncertainty (figure 3) and therefore includes $Δz$ as an additional perturbation to the baseline structure. These plots demonstrate that the estimated minimax error upper-bound is not too conservative compared to the varying error result. Error bounds from the additive minimax analysis of the flight data at this condition are evident as being up to $15\text{dB}$ larger than the baseline result.

Additive and mixed uncertainty are compared with complementary sensitivity complex-multiplicative $µ$-analysis results in Figure 6, again for the F-18 SRA lateral-directional flight condition. Also shown in these plots are the nominal complex-multiplicative results computed from aeroservoelastic models before any updates from flight-derived parameter estimates were incorporated.

In Figure 6 the dominant modes are antisymmetric fuselage first bending (near 8 Hz) and antisymmetric wing first bending (near 9 Hz). Differences in modal pole-zero relationships and modal frequency shifts between the nominal and updated (using $\{A, B, C, D\}$) complex-multiplicative results demonstrate the significant effect of parametric updates on the nominal model. As expected, both mixed and additive results are at least as large in magnitude as the baseline. While the output-mixed-$µ$ magnitude is the largest (solid thick line in left plot), and much larger than the output-additive result (solid thick line in right plot), the additive results are reversed in that the input-additive magnitude (dashed thick line in right plot) dominates with values above all the other results. Despite the relationship between the mixed and additive uncertainties ($ΔΘ \leftrightarrow ε$, see (14)) the connection is disguised by the manner in which the uniform additive uncertainty, ε from (15), is incorporated in the combined structure of Figure 3 compared to the mixed augmentation of $ΔΘ$ in (16) and Figure 4.

Analysis of numerous flight conditions does not reveal any consistent trends between the mixed and additive results. Quality of models and flight data, and loop structure (longitudinal or lateral-directional) are primary considerations. For example, transonic con-
ditions often exhibit larger uncertainty because of the model sensitivity [21] and the relatively poor quality of flight data from exogenous inputs due to aerodynamic effects. Another source of significant uncertainty can be dynamic modal cross-axis coupling, especially with modes closely-spaced in frequency, between symmetric and antisymmetric modes. Aeroelastic and aeroservoelastic models are often developed with a preferred axis orientation, symmetric or antisymmetric. Cross-axis dynamics will necessarily be revealed as unmodeled dynamics in such a situation.

![Fig. 7 Mixed uncertainty minimum perturbation-to-instability (left) and index of perturbation (right) corresponding to output mixed-μ analysis.](image)

Lower bounds of μ provide the perturbation, Δ, which causes instability [18] with respect to its structure (see comments below (4)). In the left plot of figure 7, lower bounds are calculated and plotted with line-connected ‘*’-symbols. Lower values of the minimum perturbation denote the more sensitive frequencies. In the right plot, corresponding indices of the real parameters (\(w_r = \Delta \rho \Delta \rho_r\), indices 1-37) and complex uncertainty control feedback loops (3 output loops, \(w_o = \Delta z_o\) with indices 38-40) are marked, also plotted with individual ‘*’-symbols. This information shows which parametric uncertainties (indices 1-37) or complex-multiplicative loop uncertainties (indices 38-40) in each feedback, at specific frequencies, result in the minimum perturbation-to-instability condition of the left plot. For example, complex-multiplicative uncertainty in all output loops (indices 38-40) is very significant, as seen from a congestion of values at the top of the right plot (3 rows corresponding to indices 38-40 at multiple frequencies). Real parameters, ΔΘ, contributing to roll rate are the other perturbations important in the instability mechanism, as seen from the row and scatter of points plotted at the bottom. There are no critical real perturbations in the yaw rate (indices 14-25) or lateral acceleration (indices 26-37) loops.

6 Conclusions

Aeroservoelastic model identification with uncertainty is addressed in this paper to present a robust data-oriented procedure for model development. Surface command inputs and control system feedbacks are used as signals in a wavelet-based modal estimation procedure for modal parameter updates. Transfer functions are incorporated in a robust minimax estimation scheme to identify input-output parameters and structured error bounds consistent with the data. Uncertainty estimates derived from the data in this manner provide appropriate and relevant representations for robust stability analysis useful for model validation and control system design. This procedure is an automated, efficient, and reliable approach for analysis of numerous flight data sets for robust stability and model development.
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