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Abstract

In this paper, a new failure detection approach is applied for GPS integrity monitoring in an integrated SDINS (strapdown inertial navigation system)/GPS navigation system. In the approach, a bank of auxiliary integrated SDINS/GPS Kalman filters, each of them processing only subsets of the GPS measurements, are applied to provide high accuracy detection references. The failure detection is then undertaken by checking the consistency between the state estimate of the main Kalman filter and those of the auxiliaries. As an application of this method, the problem of GPS integrity monitoring in a GPS/SDINS (Strapdown Inertial Navigation System) integrated navigation system is investigated in this paper.

The paper is organized as follows: the integrated GPS/SDINS system state and measurement equations are described in Section 2; the general scheme for the GPS autonomous integrity monitoring structure in GPS/SDINS systems is presented in Section 3; the numerical simulation examples are shown in Section 4; and a brief overall summary is given in Section 5.

I. Introduction

Recently, there has been considerable interest in the problem of GPS (Global Positioning System) integrity monitoring [1, 2, 3, 4, 5]. The main concern is over the safety in navigation with GPS and the possibility that a GPS satellite transmits an erroneous navigation signal to the user. Here integrity means the system’s ability to provide timely warnings to users as to when it should not be used. It is necessary to apply in advance timely and effective integrity monitoring techniques for occasional large satellite pseudorange errors, because the response time of the GPS Control Segment[4] is typically more than 15 min.

It would be highly desirable for effective Receiver Autonomous Integrity Monitoring (RAIM) to be realized in full within a GPS receiver, taking advantage of satellite redundancy to determine whether the navigation solution is accurate, but experience to date indicates that even a 21-satellite constellation with 3 active spares is unlikely to support receiver autonomous integrity monitoring a large enough fraction of the time for precision approach applications [4].

A new approach suitable for detecting soft failures affecting only subsets of the measurements, such as an erroneous navigation signal from a GPS satellite, was proposed in [6]. In the approach, a bank of auxiliary Kalman filters, each of them processing only subsets of system measurements, are applied to provide high accuracy detection references. The failure detection is then undertaken by checking the consistency between the state estimate of the main Kalman filter and those of the auxiliaries. As an application of this method, the problem of GPS integrity monitoring in a GPS/SDINS (Strapdown Inertial Navigation System) integrated navigation system is investigated in this paper.

II. GPS/SDINS Structure

State Equation

The error states of a GPS/SDINS system are usually of three kinds: 1) those describing the navigation parameter errors; 2) those describing the SDINS error sources, such as the gyro drift and acceleration errors; 3) those describing the GPS error sources, such as the GPS receiver clock offset and clock drift. A complete picture of these errors would involve a large number of states. Due to the restriction of the on-board computation resource, reduced order models have to be applied in practical designs. For the purpose of this analysis, a seventeen-state system is formulated with the error state vector being:

\[
x(t) = [\delta r_N, \delta r_E, \delta r_D, \delta v_N, \delta v_E, \delta v_D, \phi_N, \phi_E, \phi_D, \\
\Delta x, \Delta y, \Delta z, \varepsilon_x, \varepsilon_y, \varepsilon_z, \delta b, \delta \eta]^{T}
\]  

(1)

where the subscripts “N, E, D” stand for the North-East-Down local level reference frame, and “x, y, z” for the aircraft body reference frame. \(\delta r_N, \delta r_E, \delta r_D\) denote the SDINS position errors; \(\delta v_N, \delta v_E, \delta v_D\) the SDINS velocity errors; \(\phi_N, \phi_E, \phi_D\) the SDINS attitude errors.
and azimuth error; $\Delta_x$, $\Delta_y$, $\Delta_z$, the accelerometer errors; and $\epsilon_x$, $\epsilon_y$, $\epsilon_z$ the gyro errors. $\delta b$ and $\delta n$ are the GPS clock offset and clock drift. The SDINS navigation error model is described by the following differential equations [7]

\[
\begin{align*}
\delta \dot{r}_N &= -\lambda \sin L \cos \theta + \dot{L} \delta r_D + \delta v_N \\
\delta \dot{r}_E &= \lambda \sin L \delta r_N + \lambda \cos L \delta r_D + \delta v_E \\
\delta \dot{r}_D &= -\dot{L} \delta r_N - \lambda \cos L \delta r_E - c_1 \delta r_D + \delta v_D \\
\delta \dot{v}_N &= \frac{f_d + g}{R} \delta r_N + \frac{f_p \tan L}{R} \delta r_E - (2\Omega + \lambda) \sin L \delta v_N \\
&+ (2\Omega + \lambda) \cos L \delta v_D + f_d \delta \phi_N - f_n \delta \phi_D + \Delta E \\
\delta \dot{v}_E &= \frac{f_n \sin L}{R} \delta r_N + \frac{f_p \tan L}{R} \delta r_E - (2\Omega + \lambda) \cos L \delta v_N \\
&+ \frac{f_d + f_n \tan L}{R} \delta r_E + (2\Omega + \lambda) \sin L \delta v_N \\
\delta \dot{\phi}_N &= -\frac{\Omega \sin L}{R} \delta r_N + \frac{(v_p + \frac{\dot{L} \tan L}{R})}{R^2} \delta r_E \\
&+ \frac{\lambda \cos L}{R} \delta r_D + \frac{1}{R} \delta v_E - (\Omega + \lambda) \sin L \delta \phi_E \\
&+ \dot{\phi}_D + \epsilon_N \\
\dot{\phi}_E &= -\frac{v_p}{R^2} \delta r_N + \frac{\lambda \sin L}{R} \delta r_E - \frac{\dot{L}}{R} \delta r_D - \frac{1}{R} \delta v_N \\
&+ (\Omega + \lambda) \sin L \delta \phi_N + (\Omega + \lambda) \cos L \delta \phi_E + \epsilon_E \\
\dot{\phi}_D &= -\frac{(\Omega \cos L - \lambda \tan L)}{R \cos L} \delta r_N - \frac{\tan L}{R} \delta r_D \\
&+ \frac{v_p}{R} \delta r_E - \frac{\lambda \tan L}{R} \delta r_D + \frac{-\delta v_E}{R} \\
&- \dot{\phi}_N - (\Omega + \lambda) \cos L \delta \phi_E + \epsilon_D
\end{align*}
\]

where $\lambda$ and $L$ are the longitude and latitude angles; $R$ the radius of the Earth, and $\Omega$ its angular rate; $f$ the specific force measured by the accelerometers; and $c_1$ and $c_2$ are the damping gains introduced by the altimeter damping loop of the vertical channel. The input axes of the strapped-down gyro and accelerometers are assumed to be aligned with the principal axes of the aircraft. $\Delta N$, $\Delta E$, $\Delta D$, and $\epsilon_N$, $\epsilon_E$, $\epsilon_D$ are, respectively, the errors of the accelerometers and gyro mapped from the aircraft body frame into the navigation frame, using appropriate elements of the direction cosine matrix. The accelerometer and gyro errors in the aircraft body frame are modeled as the combination of a random bias, a white random process and a random walk process. Therefore we have

\[
\begin{align*}
\dot{\Delta}_i &= w_{\Delta i} \quad (i = x, y, z) \\
\dot{\epsilon}_i &= w_{\epsilon i} \quad (i = x, y, z)
\end{align*}
\]

where $w_{\Delta}$ and $w_{\epsilon}$ are white input noise processes. The GPS clock offset and drift are modeled by the following equations:

\[
\begin{align*}
\delta b &= -\tau_b \delta b + \delta n + w_b
\end{align*}
\]

where $\tau_b$ and $\tau_n$ are time-constants, $w_b$ and $w_n$ white input noise processes.

**Measurement Equation**

Based on the position data indicated by the SDINS and the ephemeris data from the GPS receiver, the ranges from the aircraft to the four satellites being tracked can be calculated. The Kalman filter measurements $y_i$, $(i = 1, 2, 3, 4)$ are formed by the differences between the pseudoranges provided by the GPS receiver and the calculated ranges. Therefore, we have the following measurement equations:

\[
y_i = \cos \alpha_i \delta r_N + \cos \beta_i \delta r_E + \cos \gamma_i \delta r_D + \delta b + d_i + v_i \\
(i = 1, 2, 3, 4)
\]

where $(\cos \alpha_i, \cos \beta_i, \cos \gamma_i)$ are the direction cosines between the line-of-sight from the ith satellite to the aircraft and the navigation frame, $d_i$ the pseudorange error resulting from the satellite failure, and $v_i$ the pseudorange measurement white noise.

**III. GPS Integrity Monitoring Structure**

A GPS integrity monitoring system based on the previously discussed failure detection approach is illustrated in Figure 1, where the main Kalman filter $A$ processes all the four measurements to generate the best state estimate $\hat{x}^A$ and its covariance $P^A$; each of the auxiliary Kalman filters processes three out of the four measurements to provide the state estimates $\hat{x}^j$ (the superscript $j = B, C, D, E$) and their covariances $P^j$ for consistency checking. The measurement vectors for the Kalman filters are as follows:

\[
\begin{align*}
y^A(k) &= \begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \end{pmatrix} & y^B(k) &= \begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \end{pmatrix} & y^C(k) &= \begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \end{pmatrix} & y^D(k) &= \begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \end{pmatrix} \\
\end{align*}
\]

It is proven in [6] that the estimation differences between the Kalman filter $A$ and the others:

\[
b^j(k) = \hat{x}^j(k) - \hat{x}^A(k)
\]

are zero mean Gaussian vectors with covariances

\[
B^j(k) = E\{b^j(k)[b^j(k)]^T\} = P^j(k) - P^A(k)
\]

when there is no failure. Then the GPS integrity can be monitored based on the hypotheses $H_0 : b^j(k) \sim N[0, B^j(k)]$ subject to the false alarm probability $\gamma$.  
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If a satellite being tracked fails, one of the auxiliary Kalman filters remains uncontaminated and so at least one of the consistency tests is expected to signal an alarm.

**Statistical Hypothesis Test**

Based on the above discussion, we have \( b_i^j \sim N(0, B_i^j(k)) \) when there is no failure. A failure will cause the expectation of \( b_i^j \) to become non-zero and/or its covariance larger than \( B_i^j(k) \). Therefore, failure detection can be performed by standard statistical testing techniques between the hypotheses:

\[
H_0 : \quad b_i^j(k) \sim N(0, B_i^j(k)) \\
H_1 : \quad H_0 \text{ not true} \tag{9}
\]

subject to the false alarm probability

\[
Pr[\text{accept } H_1 | H_0 \text{ true}] = \gamma \tag{10}
\]

A simple and effective testing approach for our case is the chi-square test. From the fact that the normalized sequence

\[
\lambda_i^j(k) \triangleq [b_i^j(k)]^T [B_i^j(k)]^{-1} b_i^j(k) \sim \chi^2(n) \tag{11}
\]

is chi-square distributed with \( n \) degrees of freedom [8] (where \( n \) is the dimension of \( b_i^j \)), we have the following detection rule:

\[
\zeta_i^j \triangleq \frac{\lambda_i^j}{c_i^j} \begin{cases} \geq 1 & \text{means failure} \\ < 1 & \text{means no failure} \end{cases} \tag{12}
\]

where \( \zeta_i^j \) is the scaled test statistic and \( c_i^j \) the threshold obtained from the chi-square distribution table with the chosen false alarm probability \( \gamma \).

Equation (11) considers the whole vector \( b_i^j(k) \) as the testing object, with the advantage of including the cross correlation among the components of \( b_i^j(k) \). But for high dimensional systems, the method may suffer two drawbacks: (1) the difficulty associated with the matrix inversion calculation; (2) the low detection sensitivity to failures affecting only one or few components of \( b_i^j(k) \) (note that the threshold \( c_i^j \) increases with \( n \)). These drawbacks can be avoided by testing the components of \( b_i^j \) individually as

\[
\lambda_i^j(k) \triangleq \frac{|b_i^j(k)|^2}{B_{ii}^j(k)} \sim \chi^2(1) \tag{13}
\]

where \( B_{ii}^j(k) \) and \( B_{ii}^j(k) \) are, respectively, the \( i \) th component of \( b_i^j(k) \) and the diagonal component of \( B_i^j(k) \). The corresponding detection rule is:

\[
\zeta_i^j \triangleq \frac{\lambda_i^j}{c_i^j} \begin{cases} \geq 1 & \text{means failure} \\ < 1 & \text{means no failure} \end{cases} \tag{14}
\]

with the threshold \( c_i^j \) again obtained from the chi-square distribution table with the chosen false alarm probability. With this detection rule, we can expect that the test statistic of \( \zeta_i^j(k) \), which is most seriously affected by the failures, flags the failures first.

Sometimes, testing two or more closely related components of \( b_i^j(k) \) together may yield higher failure detection sensitivity than testing them individually, if they are seriously affected by the same failure at the same time. In these cases, we can use the elements of the covariance matrix \( B_i^j(k) \), which are related to the components to be tested, to form suitable test statistics.
For example, $\lambda_{1,2}^1$ and $\lambda_{1,2}^2$ are readily tested together since
\[
\lambda_{1,2}^1 = (\lambda_1^1 \lambda_2^2) \left( \begin{array}{c} B_{1,1} \\ B_{2,1} \end{array} \right) \left( \begin{array}{c} B_{1,2} \\ B_{2,2} \end{array} \right)^{-1} \left( \begin{array}{c} \lambda_1^2 \\ \lambda_2^2 \end{array} \right) 
\approx \chi^2(2)
\] (15)

**IX. Simulation Results**

In simulation, the components of $\mathbf{b}^j$ were tested separately and the scaled test statistics were used. All the thresholds were chosen as $\epsilon = 7.87944$, corresponding to a false alarm probability of 0.005. Table 1 lists the initial variances and parameters of the error states to be used in the simulation analysis. The mission scenario was 2000 seconds of flight towards west at a constant flight speed of 300 m/s.

**Simulation Results without SA**

The effectiveness of the GPS integrity monitoring system was first investigated without considering the Selective Availability (SA). It was assumed that the failures in satellite 1 resulted in the following two kinds of ramp-type pseudorange errors:

- **Case 1:**
  \[
  d_1 = \begin{cases} 
  0 m & 0 \leq t < 1000 s \\
  3(t - 1000) m & 1000 s \leq t < 1010 s \\
  30 m & 1010 s \leq t \leq 2000 s 
  \end{cases}
  \] (16)

- **Case 2:**
  \[
  d_1 = \begin{cases} 
  0 m & 0 \leq t < 1000 s \\
  0.3(t - 1000) m & 1000 s \leq t < 1100 s \\
  30 m & 1100 s \leq t \leq 2000 s 
  \end{cases}
  \] (17)

Our discussion will concentrate on the consistency testing results associated with the main Kalman filter $A$ and the auxiliary filter $E$ which is the only one uncontaminated when the satellite 1 fails, and on the results related to the position errors which are not only the most important parameters for practical navigation systems, but also those most seriously affected by the GPS pseudorange failures. The results related to most of the other error states will be omitted for better clarity.

Figure 2 shows the real north-position estimation errors $\delta r_N^A$ in the failure Case 1 (solid line) and Case 2 (dashed line), as well as the standard derivation $\sqrt{P_{\delta r_N^A}}$ from the Kalman filter $A$. Under normal working status ($t \leq 1000 s$), the $\delta r_N^A$ is mainly limited within the scope $\pm \sqrt{P_{\delta r_N^A}}$. Once the failures happen at $t = 1000 s$, the $\delta r_N^A$ increases rapidly and soon exceeds that scope for both Case 1 and Case 2.

The real state estimation errors are not known in the practical Kalman filter systems because the real system states are not known. Hence, some kind of reference systems are always needed in order to monitor the real estimation errors indirectly. Figure 3 indicates that the Kalman filter $E$, not contaminated by the failed measurement $y_i$, provides an excellent reference system. Using three out of the four pseudorange measurements, the accuracy of the Kalman filter $E$ is fairly high. The difference between the covariance $P_{\delta r_N^E}$ and $P_{\delta r_N^A}$, for example, is less than $(5 \text{ m})^2$ after a short filtering time ($t > 300 s$). Therefore the plots of $b_{\delta r_N^E}$

\[
b_{\delta r_N^E} = \delta r_N^E - \delta r_A^E = \delta r_N^A - \delta r_N^E
\] (18)

behave like $\delta r_N^A$, because

\[
\delta r_N^A >> \delta r_N^E \quad \text{and} \quad b_{\delta r_N^E} \approx \delta r_N^A
\] (19)

after the failures happen.

In the practical applications, it is often desirable to know approximately the scopes of the real state estimation errors, in order to decide the seriousness of the failures detected. This can be done on the basis of the information provided by the Kalman filters. For example, the scope of the real north-position estimation error can be estimated by the following inequality

\[
|\delta r_N^A| = |\delta r_N - \delta r_A^A| \\
\leq |\delta r_N - \delta r_N^A| + |\delta r_A^A - \delta r_N^A| \\
< 3 \sqrt{P_{\delta r_N^A}} + |\delta r_N - \delta r_N^A|
\] (20)

Thus the maximum $|\delta r_N^A|$ is calculated to be less than 45 m in both failure cases, based on the data of $\delta r_N^A$, $P_{\delta r_N^A}$ and $\delta r_N$ from the filter $A$ and $E$.
Figure 2: The $\delta r_{N}^{A}$ at the failure case 1 (solid line) and case 2 (dash line), as well as $\pm \sqrt{P_{\delta r_{N}}^{A}}$ (dashdot lines).

Figure 3: The $\delta r_{N}^{E} - \delta r_{N}^{A}$ at the failure case 1 (solid line) and case 2 (dash line), as well as the $\pm \sqrt{P_{\delta r_{N}}^{E}} - \sqrt{P_{\delta r_{N}}^{A}}$ (dashdot lines).

Figure 4: The $\zeta_{\delta r_{N}}^{E}$ at the failure case 1 (solid line) and case 2 (dash line). ($\zeta_{\delta r_{N}}^{E} = (\delta r_{N}^{A} - \delta r_{N}^{E})^2/(P_{\delta r_{N}}^{E} - P_{\delta r_{N}}^{A})$).

Simulation Results with SA

The effectiveness of the GPS integrity monitoring system was also investigated under consideration of the Selective Availability (SA) implemented in the newer Block II GPS satellites. SA controls the accuracy of the Standard Positioning Service (SPS) signals by the combination of dithering the satellite clock and manipulating the ephemeris data. While the former causes a quickly varying satellite pseudorange error with limited amplitude, the latter results in a very large but slowly varying bias.

The effects of SA were considered by modeling the pseudorange errors due to it, for each of the satellites being tracked, as a first order Markov process $\delta s_{i}$:

$$\delta s_{i} = -\tau_{s}\delta s_{i} + w_{si} \quad (i = 1, 2, 3, 4)$$

where $\tau_{s}$ is a time constant and $w_{si}$ the white input noise. Then we have the following error state vector:

$$x(t) = [\delta r_{N}, \delta r_{E}, \delta r_{D}, \delta v_{N}, \delta v_{E}, \delta v_{D}, \delta_{N}, \delta_{E}, \delta_{D}, \dot{\delta}_{N}, \dot{\delta}_{E}, \dot{\delta}_{D}, \Delta_{x}, \Delta_{y}, \Delta_{z}, \varepsilon_{x}, \varepsilon_{y}, \varepsilon_{z}, \beta_{x}, \beta_{y}, \beta_{z}, \Delta_{x}, \Delta_{y}, \Delta_{z}, \varepsilon_{x}, \varepsilon_{y}, \varepsilon_{z}, \beta_{x}, \beta_{y}, \beta_{z}]^{T}$$

The measurement equations of (5) now read:

$$y_{i} = \cos \alpha_{i} \delta r_{N} + \cos \beta_{i} \delta r_{E} + \cos \gamma_{i} \delta r_{D} + \delta b + \delta s_{i} + c_{i} + v_{i} \quad (i = 1, 2, 3, 4)$$

In the simulation analysis, the associated standard deviations of SA was chosen as 30 m and again two soft ramp-type failure cases were considered:

- **Case 3:**

$$d_{1} = \left\{ \begin{array}{ll}
0 & 0 \leq t < 1000 \text{ s} \\
3(t - 1000) & 1000 \leq t < 1100 \text{ s} \\
300 & 1100 \leq t \leq 2000 \text{ s}
\end{array} \right.$$

$$d_{2} = \left\{ \begin{array}{ll}
0 & 0 \leq t < 1000 \text{ s} \\
3000 & 1000 \leq t < 1100 \text{ s} \\
3000 & 1100 \leq t \leq 2000 \text{ s}
\end{array} \right.$$
Figure 5: The $\delta r_N^A$ at the failure case 3 (solid line) and case 4 (dash line), as well as the $\pm \sqrt{P_{\delta r_N^A}}$ (dashdot lines), with the SA.

**Case 4:**

$$d_1 = \begin{cases} 0 m & 0 s \le t < 1000 s \\ (t - 1000) m & 1000 s \le t < 1300 s \\ 300 m & 1300 s \le t \le 2000 s \end{cases}$$ \quad (26)

Figure 5 shows that the real north-position estimation errors $\delta r_N^A$ in Case 3 (solid line) and Case 4 (dashed line) far exceed the scope defined by $\pm \sqrt{P_{\delta r_N^A}}$ after the failures happen. Figure 6 demonstrates the estimation differences between $\delta r_N^E$ and $\delta r_N^A$ and the scope defined by $\pm \sqrt{P_{\delta r_N^E} - P_{\delta r_N^A}}$, which is still less than 40 m even under the effects of SA. Therefore, $b_{\delta r_N}$ can still fairly accurately approximate the real estimation error $\delta r_N^E$ when the failures result in large estimation errors. Figure 7 plots the scaled chi-square test statistics $\zeta_{\delta r_N}$ for the two failure cases. The failure alarm signals are given at $t = 1110 s$ for the failure Case 3 and $t = 1280 s$ for the failure Case 4 respectively. In both cases, when the failures are declared the real estimation errors of $\delta r_N^A$ are less than 80 m. Therefore the system functions pretty well even when SA is considered. The failures can be detected well before large position estimation errors result.

**Discussions**

It should be pointed out that in addition to the test statistics of position errors, those of certain other error states can also flag satellite failures and perhaps even earlier. As an example, the scaled chi-square test statistic $\zeta_{\delta n}$ of the GPS clock drift

$$\zeta_{\delta n} = \frac{(\delta n^A - \delta n^E)^2}{\epsilon(P_{\delta n^E} - P_{\delta n^A})}$$ \quad (27)

is shown in Figure 8. Physically, it is understood that the estimation error of the clock drift is related to the velocity estimation errors, or the change rates of the position estimation errors. This is also true for the $\zeta_{\delta n}$. Figures 5 and 8 show that the magnitude of $\zeta_{\delta n}$ is clearly related to the change rate of the north-position error. The larger the rate and the longer the time of the position errors increase, the larger the $\zeta_{\delta n}$. The dependence of $\zeta_{\delta n}$ on the change rate of the position estimation errors can also be observed when comparing the plots of the $\zeta_{\delta n}$ in Case 3 and Case 4, as shown in Figure 8. The maximum response of $\zeta_{\delta n}$ in Case 3 is much larger than in Case 4, because the increasing rate of the position estimation in Case 3 is much larger than that in Case 4. By contrast, the maximum difference in the $\zeta_{\delta r_N}$ for the two cases is less significant (Figure 7) as the maximum difference in the $\delta r_N^A$ is small (Figure 6).
Figure 8: The $\xi^{E}_{\delta n}$ at the failure case 3 (solid line) and case 4 (dash line), with the SA ($\xi^{E}_{\delta n} = (\delta r_{N}^{A} - \delta r_{N}^{E})^{2}/(P_{\delta n}^{E} - P_{\delta n}^{A})$).

Since $\xi^{E}_{\delta n}$ is sensitive to the increasing rate of the position estimation error rather than to its magnitude, as $\xi^{E}_{\delta r_{N}}$ is, the plots of $\xi^{E}_{\delta n}$ look highly noisy. Depending on the seriousness of the failures, $\xi^{E}_{\delta n}$ may declare a failure earlier than $\xi^{E}_{\delta r_{N}}$ does, as shown in Figure 8. It may also miss flagging the failures which only result in slow change of the position estimation errors.

It should be also pointed out that not only the consistency tests between the Kalman filters $A$ and $E$, but also those between the Kalman filter $A$ and others may signal failures. Figure 9, for example, shows that even though both $A$ and $B$ are affected by the same satellite failure (Case 3), the resulting north-position estimation error has a large difference. The maximum value of the $|\delta r_{N}^{B}|$ is almost two times that of the $|\delta r_{N}^{A}|$ (Figure 5). Therefore, the estimation difference between $\delta r_{N}^{B}$ and $\delta r_{N}^{A}$ is large enough to cause the scaled test statistics $\xi^{B}_{\delta r_{N}}$ to signal the failure, as shown in Figure 10.

**Conclusion**

A new approach for detecting system failures which affect only subsets of system measurements was applied for GPS integrity monitoring in an integrated SDINS (strapdown inertial navigation system)/GPS navigation system. It exploits the concepts of using a bank of auxiliary integrated GPS/SDINS Kalman filters, which process subsets of GPS measurements, as highly accurate failure detection references, and detecting GPS failures by checking the consistency between the state estimate of the main integrated GPS/SDINS Kalman filter and those of the auxiliaries. Simulation results demonstrate that even in the presence of the Selective Availability, the soft ramp-type GPS satellite failures are successfully declared. More important, however, is the fact that GPS failures are detected well before large position estimation errors result. Therefore, it is quite plausible for the GPS autonomous monitoring system to meet non-precision landing approach requirements.
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