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Abstract

This paper describe the use of Kalman filter in the system of
remotely -piloted vehicle control to provide a simultaneous flight
of several vehicles using one ground remote control center. The
filter uses the kinematic squations of motien of a point mass
moving in two-dimensioned surface and the wind model load as
a main disturbing factor. Measurements are made in polar
coordinates, while target dynamics are estimated in rectangular
coordinates, resulting in coupled linear filter equations. An
adaptive procedure is used to provide the convergence propserties
of the algorithm. A computer simulation example, implementing
the tracking algorithm, is presented as well. It is concluded that
using of the developed algorithm could increase time interval
between corrections of motien for a separate vehicle and increase
the number of controlled vehicles to operate with one ground
center,

1. Introduction

Control and monitoring systems of the remotely-piloted
vehicles have received considerable attention in recent years as a
pussible solution to the problem nf minimizing the payment for
objective operations without any lost of efficiency. The costprice
of remotely-piloted vehicle control system production could be
reduced using modern technologies and new composite
construction materials. The other way is to improve tracking and
control algorithms so as to process the maximum volume of useful
information received from on-board and ground measuring
sensors the number of which is kept to minimum. Much efforts
has been put into improving tracking algorithms(l’z) and sesveral
approaches have been proposed for the problem of maneuvering
turge!s.(a'a) Some alternative approaches to the one described
here use adaptive tilters(5) and aircraft-derived data-assisted
trackers.(®) Ettort has also been put into develaping 3-D filters
and algorithms assisted by optical sensors, sensing Euler angles

)and more recently, into analyzing the perfoarmance limitations
of imaging systems used for tracklng.(s)

To provide a simultaneous flight of several remately -piloted
vehicles we can operate one, common for all, ground remote
control center, which could measure the range and azimuth angle
of the controlled system, in the polar coordinate system with the
origin fixed at the point of the ground remote control center, and
transmit the control instruction, such as a required heading angle,
for example, to the on-board system. In this complex, several
parameters measured on-board, such as barometric altitude and
heading angle, can be transmitted to the ground to assist the
tracking algorithm. Some data processing may take place
on-board. In this case we face a problem of how to distribute the
time of ground cenier operation to service each of the conirolled
systems under which circumstance a separate vehicle can process
a limited volume of information. The situation can be aggravated

Copyright © 1992 by ICAS and AIAA, All rights reserved.

by the noise when measuring trajectory parameters, by the
apriori uncertainty of the vehicle dynamic characteristics as well
as by ihe faciors disturbing the motion process.

The problem of getting trustworthy estimates for motion
parametars of remotely-piloted vehicle, proceeding from which a
control instruction is formed, with greater accuracy can be solved
using a body of mathematics of Kalman discrete filters.(?)
Separation of procedures of extrapolation and correction is
characteristic of the tiltration algorithm, this giving tactical
flexibility in solving a control preblem, since the rate of control
and the rate of vbiaining measuring information may differ
greatly while servicing several vehicles simultaneously from one
ground control center. An apriori uncertainiy of the controlled
system dynamic characteristics, which is inherent to a class of
flight vehicles under consideration, requires their estimation
directly in the process of operation. This problem is solved
through inclusion of unknrown parameters in the estimated
vacter. Similarly we determine parameters of the disturbing
influence, But in order to reduce the volume of computational
expenses and the dimensions of the problem in obtaining the
estimates of these parameters we should apply an adaptive
pmcedure.(10

As the tracking and control algerithms are similar for each
separate vehicle {n the described sysiem, only the algorithms for
ane controlled remotely-piloted vehicle Is considered here.

A system model based on aircraft dynamics and a model of
disturbing factors with unknown wind load as 2 main factor is
tirst derived to provide conirol over a vehicle in the period
between contacts based on information about changing trajectory
parameters entering only from the extrapolater. Nexi, a full
tracking algorithm is developed, which can be split, with a part
operating on-board and a part operating on the ground. The
tracker perfermance s evaluated using real data. :

II. Motion models

Aircraft dynamics

The equations of kinematic motion for a point mass moving
in horizontal plane are given as follows:

dX/ dt = V cos(Fi) + Vx H
dX/ dt = V sin¢Pi) + Vy @

where X and Y are the positions of the center of mass of the
vehicle in the rectangular coordinate system with the origin fixed
at the point of the ground remote contral center, Fiis the heading
angle of the vehicle, V is the velocity of the vehicle relative to the
air, which is assumed to be constant during the whole flight of
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the vehicle, Vxand Vy are #-body and y-body components of the
wind velacity respectively.

The dynamic characteristics of the class of tlight vehicles
under consideration is usually described in rather simple form
with a table or a curve (see Fig. 1). The dFi, 15 a required angle
of the turn corresponding to the maximum heading angular
velocity, If | dFi | ¢« dFiy the dynamics of the vehicle is
characterized by sa-called turn coefficients for the right and left
turns respectively:

fdrydt

- dFiy

dFi= Fi¢ Fi
! dFl, i

Flgure 1 - Flight dynamics.
C; = (dPFi/ dt)mex / dFiy : &)
Cy = (dFif di)min / dFi, @

The turn coefficients are assumed te be constant during the
whole flight of the vehicle and could be different for the right
and left turns,

If the required heading angle is used as a contrel instruction,
the differential equation for the heading angle is;

dFi/ dt = F[C (Fi, - Fi)] )

where #is a function which restrict the heading angular velacily
not to be more than mauimum, Fi; Is the required heading angle
(the control imstruction), C is a turn coefficient (right or left
according to the situation).

Disturbing factors

The offered model of mation is completed by the equations
describing the wind as a2 main disturbing factor, the parameters
of which are generally unknown.

The components of the wind velocity are variable alang the
trajectory of the vehicle and could be modeled as a correlated
random processes of position and altitude variations.{11) The
wind components are assumed to be constant in a fixed point of
space during the whole flight of the vehicle according to the
Taylor hypnthesis.(lz) As the random precess of wind compenent
variations s a relatively slow one only its first derivatives with
respect to the position and altitude could be taken inte account,

As a consequence the differential equations for the wind
velocity components are given as follows:

dV,/ dt = Kp, dD/ di + Kgo dH/ dt ®)
Yyl dt = Kpy dD/ dt + Kgy dH/ dt %)

where Kp,,py Is 2 coefficlent, which connects the pasition
variation with the n-blody and y-body wind component
variations respectively, Kug, ny is a coefficient, which connects
the altitude variation with the x-body and y-body wind
component variations respectively, D is a distance between two
points of space in horizontal plane, H is an altitude of the vehicle.

The simplitied differential equation for the altitude is:

dHI dt = g1 (dH/ dmax (H, - H) Hp ] @)

where £ is a function which resirict the vertical velocity of the
vehicle not to be more ;han maxgimum, H, is a required altitude of
the vehicle (it is assumed to be constant), (dH/dt)maz is a
maximum vertical velocity of the vehicle corresponding to the
altitude, Hp is a constant which is characteristic for the dynamics
of the vehicle.

Measurement model

The measurement model consists of the available on-board
measurements of the vehicle heading angle Pi, and barometric
altitude Hp, transmitted to the ground center, and of the
measurements of azimuth A and range of the vehicle R,

The set of the measurement modsl is given in Table I.

Table I.

Fim = Fi + noise
Hp = h + noise
Ap = A + noise
Rm = R + nolse

111, Filter algorithm

While servicing several remotely-piloted vehicles
simultanesusly frem one ground control center the period of
correction procedure for a separate vehicle may be rather greater
than the peried of extrapolation procedure which is chosen
according to the dynamics of the vehicle so as to provide a
required rate of control.

The developed model of motion allows to form a control
instruction for a vehicle between contacts based on infermation
about changing trajectory parameters entering only from the
extrapolator.

Por any given values for the measured parameters we can
estimate states using discreie version of Kalman filter.

The state vector of the system s

X = [ X,Y.V,V, .V, Fi,C, .C, Kp; .Kpy Kng Kpy 1
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[ Vcos(Fi)+Vy .
¥ sin(Fi) + Vg

0

Kpy dDt dt + Kp, dH/ dt
Kpy dDf dt + Ky dH/ dt

£(3)=dXi dt = dFiC,,

[~ e B = B i = I - )

The altitude of the vehicle is no! included into the state
vector of the system and is not being estimated as it is used anly
in the equation for the wind components which are rather
approximate and could use directly measured value of the
altitude.

The state dynamics matrin Is:

0 0 cos(Fi) 1 0 VsinFi)0 0 0 0 0 0 1
00sin(Pi) 01 VeosF)O 0 0 0 0 0
000 000 0 00 00 0
600 000 0 0 Kp 0 Kg0
000 000 0 0 0 Kp0 Kgy
A=df(X¥dX = (000 000 dFi, dFii0 0 0 ©
606 000 0 6 0 0 0 0
600 000 6 0 0 0 0 0
600 000 0 00 0 0 O
600 000 0 6 0 0 0 0
000 000 0 0 0 0 0 0
000 000 0o 0 0 00 0 |

where for the right turn dFiy= 0, and for the left turn dFi; = 0.

The discrete dynamlics matrix needed for the covariance
propagation is calculated as:

A=l+dT A &)

where dT is a descreie time interval
The measurement vector is:
.
Z=[Rp,ApFiy}

The measurement function vector:

1’X2+ Yz
h= arctg (Y X)
Pi

and the measurement distribution matrix is:
R YR 0p00000000

M = diidX = | - GIGK(G >+ 1)) K(GZ+ 1) 6000000000
0 0 00010006000

where G = tg(A)= YIX.

The measurement noise matrix:

2
Si 0 0
M=o s‘,‘zo2
0 0 Sp

The extrapolation procedure is given by:

Kol = Xk + £ dT + AQGY dTH 2 (10)
P i+t = Ak Px Ak + @k (1)

where P Is state-estimate error-covariance matrix, @ s process
noise covariance matrix, the superscript minus signs on ¥ and P
represents the values of ¥ and [P before the measurement update.

The correction procedure Is given by:

Kol = K wed + Kooed [ Zuet - B k1) ] (12)
. T . 1 -1

Kuet = Pyt H ke [ B 1P retH ket + By ] (13)

Pret = P st - BreriHin1 P ket (14)

where K is Kalman gain matrix,

As it is impossible to take into account all the disturbing
tactors during the flight of the vehicle and so as to improve
convergence properties of the algorithm an adaptive procedure of
choosing the values of the process nolse covariance matrix s
used {10);

Qi+1 = K; Byt BTM + Koy Qx (13)

where Bket = Bk+1[ Zke1 - h(¥k+1) ] and nondiagonal components
of the process noise covarlance matrix are always zerss. Ky and
Kz are the coefficlents.

The algorithm is initialized by setting the state estimate X =
Ko and the estimation error-covariance mairix P = Po. The time
update for the estimate and error covariance is performed by
computing of (10) and (11) equations. The measurement update
is performed by computing of the Kalman galn (12-14). The
resulting X is the estimate of the state vector which, along with
the updated error covariance matrix P, is used as the initial
condition for the next pass through the algorithm. This set of
gperations is correct only for the steps where the measurements
are presented, but during the interval between contacts only the
time update for estimate and error covariance is performed and
the resulting 3 is used as the initial condition for the next pass.

1V. Simulation results,

The simulation has been emplayed to demonstrate the ability
to control the vehicle using estimates provided by the developed
tracking algerithm in spite of lack of information, as the lenger
the period of correction the more vehicles could be controlled
with one ground remote control center.

The simulation represents the fully vehicle kinematics and
dynamics., The measurements were generated from the truth
model state vector and were corrupted by Gaussian white noise.
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The measurement nofse variances are shown in Table II and were
aobtained from the accuracy specifications of the proposed
instruments.

Table 1l
Measurement Varance (5% Units § Units
Range (Rm) 1600 meters> 40 m
Azimuth (Am) 0.0003 radians? 00173 radian
Heading angle Fip) 0.0027 radians® 0.0522 radian

The follows components of the state vector could be
initialized using the first measurement information:

Xo= Ro, cos(Ao,)

Yo = Roy, sin(Ao,)

Fio = Flop

and respectively the components of the error-covariance matrix
are:

5,0 = [cos(Aoy)) Sp + [Roy, sin(AD,)] Sy

Sv0 = [sin{A0y)] Sg + [R0, cos(A0,)] Sy

Spi0 =Sy

The initial values of the other part of the state vector and
error-covariance matrix is shown in Table III and was obtained
from the apriori information.

The discrete time interval is I s.

Table Ii.
Value Variance (So) Units

Velocity 40 2 mils
Wind:

X-component 0 20 mis

Y-compaonent 0 20 mis
Turn coefficient:

Right 0,35 0.165 1is

Left 0.35 0.165 ifs
Kpz 0 0.00076 lis
Kpy 0 0.00076 s
Kix 0 6.0042 iis
Kny 0 0.0042 tis

Comparing trajectories of the vehicles which are controlled
using the developed algorithm and without it, which are depicted
in Fig. 2, it can be observed that the accuracy of control for the

15000
=== - raquiered
trajectory
10000 Ls o B tra)ec'iory
of motion
. The period of
5000 { % correctionis 1 s
The filter is nat
fw used
0

0 5000 16600 15000

Flgure 2.

15000 === - yequiered
trajectory
10000 <kt - trajectory
of motion
The period of
5000 correction is 40 s
The filter is not
used
g 5000 10000 15000
Flgurs 3.
15000 == - requiered
trajectory
10600 @& - trajectery
of motion
The period of
5000 ; correction is 40 s
The developed
filter is used
0 5000 10000 15000

Flaure 4.

case whers the adaptive filter is used and the periad of cerrection
is 40 s is almost the same as for the case where the filter is absent
and the period of correction is | 8. So, if the time of capture of
the ground center radar system is 5 5, eight remotely-piloted
vehicles could be contrelled by one control center. Generally, it
depend on the required accuracy of centrol and the number of
vehicles in the system what peried of carrection to choose.
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Conclusions.

The adaptive tracking algorithm is developed and the
problem of reducing the number of the ground control centers to
operate a lot of remotely-piloted vehicles is solved. Assuming
little prior information about the unknown error covariances, the
algorithm adaptively adjusts the welghts tor the best tiltering of
the inaccurate measurement sequences provided by the ground

and on-board sensors. The effectiveness af the algarithm has been

demonstrated by the exampls.

The software developed can be used as an instrument of a
designer and also for analyzing the control quality of flight

vehicles of a given class,
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