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Abstract

Advanced multidisciplinary analysis and optimization
methods, namely system sensitivity analysis and non-
hierarchical system decomposition, are applied to reduce the cost
and improve the visibility of an automated vehicle design
synthesis process. This process is inherently complex due to the
large number of functional disciplines and associated
interdisciplinary couplings. Recent developments in system
sensitivity analysis as applied to complex non-hierarchic
multidisciplinary design optimization problems enable the
decomposition of these complex interactions into sub-processes
that can be evaluated in parallel. The application of these
technigues results in significant cost, accuracy, and visibility
benefits for the entire design synthesis process.

ntr i

As in any engineering design, the vehicle design process has a
qualitative side that depends on human intuition, creativity, and
judgement, and a quantitative side that must be supported by
analysis being performed by computers. The entire vehicle
design process is a very large undertaking, involving many
engineers who tend to group according to their specialties. This
grouping provides a natural basis for developing a broad
framework to bring as much concurrept manpower as possible
to bear on the project for compression of the calendar time. On
the quantitative side of the process, that mode of operation calls
for decomposition of the entire problem into smaller
subproblems that can be identified with the specialty groups.
Numerous decomposition schemes have been proposed in the
field of Operations Research, as surveyed in Ref. (1), and in the
field of engineering applications, €.g. Ref. (2). In the latter
reference, a distinction is drawn between a hierarchic
decomposition in which there are several levels of subproblems,
each depending on the input from a level above, and a non-
hierarchic decomposition in which the subproblems are all
interconnected at the same level.

In the hierarchic decomposition, each subproblem contains its
own optimization. An example of an application to a large
problem is detailed in Ref. (3). 1In the non-hierarchic
decomposition, the optimization is performed at the system level
for the entire vehicle. However, the sensitivity analysis that
generates the derivatives needed for that optimization is based on
many sensitivity analyses, each executed concurrently within
specialty groups. Since in large system application, ‘the
sensitivity analysis may account for more than 90% of the time
needed for the overall optimization, the concurrency of the
discipline sensitivity analysis has a potential for compression of
the overall time schedule. An even more important benefit of

this approach is that it channels the guantitative information
exchange among the specialists into the format of the
derivatives, providing visibility of the mutual influences among
the engineering groups. Experience with this approach has been
accumulating recently as evidenced in Refs. (4) and (5).

The purpose of this paper is to show that system sensitivity
analysis and non-hierarchical system decomposition can be an
effective tool for configuration optimization when applied to an
automated vehicle design synthesis process. To this end, the
paper defines the need for a multidisciplinary approach to vehicle
design synthesis, describes such an approach that has been
adopted at the Fort Worth Division of General Dynamics
(GD/FW), examines the role of sensitivity information in the
design process, outlines an algorithm for system sensitivity
analysis, and describes how a particular vehicle configuration
optimization problem may be formulated on the basis of the
system sensitivity data. The report concludes with a discussion
of the numerical results of an example application.

inli roach

Recent developments in the quantitative aspects of design,
namely advancements in both computer technology and the
availability of sophisticated analysis and opiimization
methodologies, have resulted in quantum improvements in the
computational environment that supports the design process.
These developments have also served to improve the accuracy of
the results obtained from this process by increasing both the
number of participating functional disciplines and their
contributing levels of detail. However, the increased number of
functional disciplines involved in today's vehicle design trade
studies has placed an even greater burden on the design process
simply because of the increased number of interdisciplinary
couplings that must be resolved.

A recent example of this complexity can be found in today's
hypersonic vehicle design trade studies. In the case of
hypersonic vehicle design and analysis, attempts to reduce the
aerodynamic drag on the vehicle by elongating the forebody to a
more slender shape also impacts the position of the nose shock
relative to the inlet. Although this lengthening of the forebody is
favorable in terms of reducing the aerodynamic drag on the
vehicle, it may also reduce the vehicle's propulsive efficiency.
The net result may be an increase in the mission-sized takeoff
gross weight of the vehicle, which is the opposite result
intended. Such aerodynamic-propulsion interaction is but one
example of mumerous complex functional discipline interactions
commonly found in today's design trade studies. This is
depicted by the arrows connecting the functional disciplines in
Figure 1.
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FIGURE 1 - FUNCTIONAL DISCIPLINE INTERACTIONS
IN DESIGN TRADE STUDIES

Conventional approaches to resolving these interdisciplinary
interactions usually involve performing parametric or one-factor-
at-a-tirne analysis of the design variables of interest
Unfortunately, this approach may be prohibitively expensive and
time consuming when applied to complex and computationally-
intensive design trade studies as detailed in Ref. (6). Often the
result is to reduce the number of design variables of interest and
to simplify or omit many of these interactions.

A discussion on the need for a multidisciplinary approach to
design synthesis would not be complete without referencing
recent industry initiatives in Concurrent Engineering (CE) and
Total Quality Management (TQM). These initiatives have served
to reemphasize the need to develop acrospace systems in a true
multidisciplinary environment. Too often in the past, aerospace
systems were developed only after each functional discipline had
optimized their own contribution independently. Little
consideration was given to the integrated effect on total system
performance. This is especially important in today's cost
conscious environment in which vehicles may be optimized on
the basis of cost, reliability, maintainability, and supportability
in addition to the traditional design-to-performance criteria. The
initiatives are intended to encourage industry to consider all
elements of the product’s life cycle from conceptual design
through product disposal, including quality, cost, schedule, and
use requirements. {7)

These developments and initiatives have resulted in a more
realistic set of requirements for today's automated design
synthesis program. It needs to be flexible so that any number of
functional disciplines can be incorporated. It must be capable of
varying the level of detail of each functional discipline’s module
and taking advantage of recent advancements in the areas of
computational speed, parallel processing, and computer
networking. It should also be supportive of the qualitative side
of the design process by providing timely and accurate
information (L. sensitivity analysis) to reinforce human design
decisions.

Such a program has been under development at GD/FW for
several years. The program, the Adaptable Design Synthesis
Tool (ADST), is described in the next section. (8 This
description will provide the foundation for discussions relating
to the incorporation of sensitivity analysis and optimization
methodology into the program.

- x . .

ipil

The rapidly-expanding aircraft operational environment has
served to emphasize the complex and difficult issues that must
be dealt with in designing aerospace vehicles. Issues ranging
from a vehicle's life cycle cost to its operational effectiveness in
a hostile environment have contributed significantly to an
increased demand, particularly at the conceptual design level, for

an automated design synthesis tool capable of conducting design
trade studies in a fast, consistent, and cost effective manner. In
addition, today's design synthesis tools must be able to perform
design trade studies for hypersonic and trans-atmospheric
vehicles as well as for conventional vehicle concepts.

To meet these demands, an automated computational design
synthesis program, ADST, is currently under development at
GD/FW. The primary difference between ADST and other
synthesis programs is one of development and application
philosophy. Most aircraft design synthesis programs are
intended to emulate, and eventually replace, the traditional
aircraft preliminary design process. As such, they are invariably
developed by coupling existing preliminary-design computer
programs that predict aerodynamics, propulsion, mass
properties, and mission performance into one complex and time-
consuming sequential process.

ADST is inténded to instead complement the traditional design
process by evaloating conceptual designs rapidly with
preliminary-design levels of detail and confidence. In addition,
the adaptability and versatility of the ADST program will enable
the evaluation of a wide range of vehicle concepts from
conventional to hypersonic. This versatility enables user
selection of the particular functional modules to be included in a
particular study and permits control over the design level of
detail. Some of ADST's rather unique features include the
ability to optimize or survey any combination of 21 design
variables and five technology factors; the user-selection of one
of three sizing modes; the availability of three optimization
strategies; and the ability to size a vehicle to virtually any type of
mission profile.

Currently, the ADST program consists of functional modules
for Geometry, Aerodynamics, Propulsion, Mass Properties,
Economic Analysis, and Performance. Each module is
developed and maintained by its respective functional discipline
and is updated accordingly as new methodology becomes
available. Modules for Thermodynamics and Stability &
Control are presently in development and modules for RM&S,
Structures, and Avionics are planned for development. Most of
the functional modules in ADST (Aerodynamics, Propulsion,
Mass Properties, and Economic Analysis) are based upon
simplified analytical equations, which are related to more
detailed methodology through the use of calibration factors.
This calibration process is performed once for the baseline and
enables the prediction of the functional discipline characteristics
within 20-30% of the baseline design variables. Results for the
baseline vehicle obtained with the simplified modules and the
calibration factors are typically within 5% of the results obtained
with more detailed methodology. This calibration process
provides a favorable alternative to other approaches involving
the use of either extremely simplified models or ime consuming
detailed methods.

ADST is a self-contained program that completely automates
the design synthesis process and provides the capability to
rapidly perform vehicle design trade studies. The organization
of the functional discipline modules and overall description of
the design synthesis process is illustrated in Figure 2. The
design synthesis process begins with the definition of the.
baseline vehicle concept and the baseline mission profile. The
baseline vehicle concept includes all of the information necessary
to completely define the baseline vehicle, including the
calibration factors for each discipline. The baseline mission
profile provides the information needed by the performance
module to compute the fuel required for the mission. Once the
baseline information has been loaded into the synthesis program,
each functional discipline module is called. This process beging
with the Geometry module, which computes the geometric
characteristics of the vehicle in addition to the fuel available for
the mission. The Mass Properties module is then called to
compute the scaled component weights for the vehicle. Next,
the Aerodynamic and Propulsion modules are called to compute
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tabular data foruse in the mission calculations. Finally, detailed
mission performance data is computed which results in the fusl
required. A cost statement for this ¢urrént configuration can be
computed and output at this point if desired.

Bassiine Vehicte [Automated Design Synthesis Process
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FIGURE 2 - ADST FUNCTIONAL MODULE
ORGANIZATION AND PROCESS DESCRIPTION

Next, a cogparison is made of the fuel available and the fuel
required. . If there is an excess amount of fuel available, the
vehicle s sized down (according to -one of three scaling
algorithms, specified by the user). If there is a fuel deficit, the
vehicle is sized up to accommodate the required amount of fuel.
This iterative process; which typically converges in 3 to 4
iterations, results in a mission-sized takeoff gross weight for the
input set of design variables. There is an additional loop not
shown in Figure 2 that is available when performing design
variable surveys or optimization. ‘When performing a survey, a
unique mission-sized vehicle results for each combination of the
design variables. In the case of design variable optimization, the
fuel balance needed 16 size the vehicle is formulated as a design
constraint and added to any user-specified performance
requirements. The optimization algorithm then predicts new
values. for the design variables which improve the objective
function and promote constraint satisfaction,

The optimization process requires information from the design
synthesis process in order to minimize the user-specified
objective function, which is mission-sized takeoff gross weight
or total life cycle cost, Typically, this informaton is provided in
the form of total derivatives for the objective function with
respect 10 each of the specified design variables. The next
section of this paper describes how system sensitivity analysis
can be used to provide the necessary information to the
optimizer.

itivi lysis = An lin

The numerical side of design process depends on the analysis
of 3 mathematical model of the design artifact, in this case an
afreraft orvehicle. Analysis of the mathematical model accepts
an input that describes the environment the vehicle operates
within and the stimuli it responds to. This vields an ocutput
vector of the .datd on the ensuing behavior {response) of the
vehicle. These data are valid for a particular set of values of the
design variables. It is essential for the designer to know how
that behavior will change if any of the design variables are
altered. Under the prevailing practice, answering such "what if”
quiestions requires the perturbation of one variable at a time and
the repetition of the analysis in order to generate information for
a finite differencing or for a parametric study: In other words,;
one needs to test the effect of a particular change under
consideration in-orderto determing whether that charige is going
to -have the desired effect.

This "trial-and-error” approach is a consequenice of working
with zero order information, ie. the function values for the
given arguments. If we also had the first order information-and .
the values -of the derivatives of those values with respect to
design variables, the effect of any contemplated change of the
variables could be evaluated before committing to further
implementation and re-analysis. The purpose of the system
sengsitivity analysis i8 to produce such first order information
more.efficiently and accurately than-can be obtained by finite
differencing. Mathematical means of producing first order
information are ‘tantamount to giving the designers a
mathematical model of the design for quick answers to "what if”
questions ds is often the case in conceptual design.

For large and complex systems, the perturb-aud-reanalyze
approach to generating data for finite differences that
approximate the derivatives may be impractical as ‘well 4s too
costly and ‘inaccurate. However, an algorithm for the system
serisitivity analysis was introduced in Ref. ©) as an alternative to
finite differencing in the generation of first order derivatives.
This algorithm was extended to include higher order derivatives
ifi Ref. (10), An example of the algorithin's application,
including the use of the first and second order derivatives in
optimization, is given in Ref. (11), Although the references
provide a comprehensive description of the algorithm, its outline
is given herein to make this paper self-contained.

[Py

1 I

The system sensitivity algorithm, developed in Ref, ©9), treats
the system as an assemblage of black boxes, with -€ach black
box containing a mathematical model to represent a particular
aspect of the system behavior or a physical subsystem. For
introductory purposes it 18 convenient to limit the number-of
black boxes. to- three and to develop a pattern that readily
extrapolates fo "N" black boxes. (A more detailed approach,
relevant to the aforementioned ADST program, will be
formulated in a later section of this paper.) The general
approach begins with a typical systemn model involving three
functional disciplines denoted by the black boxes shown in
Figure 3.

Design Variables (X)

FIGURE 3 - EXAMPLE SYSTEM MODEL

It is not important to describe the contents of each black box as
lonig as the inputs and outputs for each block can be recognized.
Each of the black boxes are coupled, since output from one
black box may be transmitted as input toanother. Ani:th black
box is viewed as a converter that transforms the design
variables, denoted by inputvector {X}, and the outputs from'the
other boxes, denoted by input vectors {Yj}, to an output vector
{Y}}, assuming that j = Of course, it is recognized that not
every ¢element of X and Yjis actudlly used. The usdge is
selective since not all output variables from each black box are
inputs into the other black boxes. One can now formulate the

460



system governing equations by collecting the functions Yi=
f(X.Y)) into a set of equations. Fori=1, 2, and 3, we have:

Yi=H8X Y. =238 )
Yo= X, Y j= 1,8 (2)
Y3 = f(xi Y}}}j = 1; 2; (3}

These equations are coupled by Yy and constitute a
mathematical model of the entire system. According to the
implicit function theorem detailed in Ref, (12), a differentiation of
Egs.. (1); (2), and (3) performed while observing the rules of
chain differentiation and recognizing Y as an implicit function of
X yields the following set of eguations:

dYy oYy oYidYp aYydYs 4
X = X TIVo Xt a¥a X )
dYp Yy a¥pdYy 9YpdYs

X = XTIV X Vs K &)
d¥s oYs 2dYadYy 2aYadYs 6
X = XTIV Xt ave X ©

Egs. (4), (5), and (6) can be rearranged such that the total
derivatives are placed on the left-hand side of the equation;

oY AYid¥p aYidvy 3y
X "o X V3 X = X D

dYp 3Ypdvi AYadVy aYp

K AV K a3 X = X ®
d¥s 9YzdYy d¥sdY¥s ‘d¥s
& TV X Ve X = X ®

These equations, termed the Global Sensitivity Equations
(GSE) in Ref. 9, are simultaneous, linear, and algebraic
regardless of the nature of the functions Y =X, Yj), provided
that the first-order derivatives for these functions are obtainable.
For system sensitivity purposes, we: wish to: obtain the total

_ aY; ; .
derivatives, ax*fi, which quantify the rate of change of Yj due to a

chatge in the k-th independent variable, Xk, and that represent a
combination of the direct and indirect influences of Xg with all
the interactions accounted for. The total derivatives canalso be
used to provide gradient information to an optimizer for the
purpose of optimizing the design variables of intersst.

; S Yy
The system partial derivatives, %,—',, may be collected for the i-

th black box into ‘a Jacobian matrix [Jjj] of the dimension Nj x
Nj. The partial derivatives for the design variables, denoted by

aYj ;
éX—;(’ may be placed into a vector {RHS); of the length N;. For the
partials ‘where i=j, we have Jjj = | -~ an identity matrix. Using

this notation; the Eqgs. given in (7); (8), and (9) can be organized
into the following form:

[SSMI{g5c} = (RHS ) (10)

Where [SSM], the System Sensitivity Matrix, has the
following composition:

Io-d, -J
SSM]=| ~J,. | -J

i3

an
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And, {RHS} is expressed as:
{RHS},

{RHS} , =|{RHS},
{RHS},

(12)

The above pattern developed for i=1,2,3 clearly extends to a
general case of =1, 2,.N. There are as many {RHS}y as
elements in {X}. However, [SSM] is generated only once for a
given {X}: therefore, the system of Eq. (10) may be efficiently
obtained by solving the GSE simultaneously for the total
derivatives.

The [SSM] matrix and the {RHS} vector from Egs. (11) and
(12) can be explicitly stated in terms of the partial and total
derivatives for the black boxes of interest:

- oY, aY,1 [d¥,] [ 3Y,
I &, &, X | |
IRACTRLE S NS BB OO Bt B 4160
W, W, XX [T K
oy, Ay, av,| | v,
Ty, T, | & | |

Ifthe iﬁput-to—cutput conversion for each black box produces
Yi=HX Y}asa continuous functon of the arguments X and

. 8Y aYj .
Yy, the partial derivatives é‘gi and g;i exist. They represent the

direct influence of these arguments on the output as opposed to
an indirect influence, For example, the sweep angle affects the
pressire distribution on the wing directly through aerodynamic
predictions and indirectly through itsinfluence on the structural
analysis output of displacements. The partial derivatives may be
computed by finite differencing or by a quasi-analytical
technique. The former is the simplest to implement without
accessing the inner workings of a black box; the latter is
inherently more efficient and more accutate but requires
modifications to the black box analysis. ‘Quasi-analytical
methods for sensitvity analysis have been well-established in
some disciplines; notably in structures (a survey was given in
Ref. {13)), Initiation of similar developments in CFD is
discussed in Ref. (14) and in its corresponding references.

Regardless of the method used, a black box sensitivity
analysis is a local operation applied to-a black box isolated from
41l others. Therefore, all such analyses may be execited
concutrently - an attractive feature considering the availability of
distributed computing. Other important features not to be
overlooked are the visibility into the functional discipline
interactions that are provided by the partial derivatives and the
design sensitivity information provided by the total detivatives.
This information, which is not traditionally available using a
one-factor-a-time approach to vehicle design synthesis, can be
useful in determining what impact a proposed design change will
have on the output from each black box as well as for the overall
system objective.

The system sensitivity approach appears to be ideally suited
for implementation into an automated vehicle design synthesis
program, such as ADST, since the functional modules required
to compute the partial derivatives are readily available.  The
benefits-of this approach are a reduction in the time and cost
associated with performing design trade studies’ and the
improved visibility provided by the derivatives. This is
particularly true when utilizing a-design synthesis program in an
optimization mode, since the total derivatives. obtained by
solving the GSE can also be used to drive the optimization.



i i 1
and Solve the GSE

Figure 4 containg a flowchart (Chapin-format) that summarizes
the sequence of steps that should be taken in formulating and
solving the GSE. &

Detine Dosign Trads Stody Objective, Constraings, and Yariables
Develop Svstem Model

identify Functional Discipline Interactions

Assign Partial Derivative Respohsibility

Start

Initialize Design Variahies and Termination Criteria

Batistisd

FIGURE 4 - CHAPIN-FORMAT OF OPTIMIZATION
PROCEDURE USING GSE

Stepl:  Défine the wade study objective(s), associated
constraints, and the controllable design variables that will be
used to define the optimum.

Step2;  Develop a system model that identifies all of the
functional discipline participants in the trade study using the
black box notation.

Sten 3;  Hdewify all the functional discipline interactions in
the system model. These intergctions are simply information
that is being passed from one discipline’s black box to another.

Step4:  Assign partial derivative responsibility to each
Functional discipline. Although this may appear obvious, it is
important that each functional discipline become actively
involved in this process to ensure the accuracy of the partial
derivatives and results. Once the interactions have been
identified, the GSE can be formulated.

Step 3:  Initialize the optimization process. This includes
initializing the baseline design variables and associated
termination criterid .

Compute the partial derivatives and sobve the GSE.
This step is probubly the most time consuming depending on the
availability of distributed computing resources. The partial
derivatives may be computed using finite differencing techniques
or quasi-analytical methods. Orce the partial derivatives have
been computed, they can be arranged in the form of the GSE.and
solved simultaneously for the toral derivatives.

Step7:  Compute the objective function and constraint
values, which can then be passed to the optimization algorithm
in conjunction with the totql derivatives. The optimization
algorithm will identify violated constraints and update values of
design variable that improve the objective funciion.

Step 8.  Repear the process until an optimum for the
objective function is ebtained within the specified convergence
criteria. Once this criteria is satisfied, the optimization process
will stop and report the optirnum design variables and associated
objective function-and constraint values.

As indicated in Figure 4, the steps required to formulate and
solve the GSE can be separated into four categories. These'
categories are defined by the legend in the figure and include:
pre-processing, initialization, iteration, and paralle! processing.
The first four steps are included in the pre-processing category
since they involve the basic formulation of the problem. Step §
is included as part of the initialization process. Steps 6 through
8 involve computation of the partial derivatives, the solution of
the GSE, and the overall optimization of the problem, which is
inherently an iterative process. The final category, parallel
processing, is unique to step 6 and involves the concurrent
computation of the partial derivatives, which reduces the overall
computational time for this process considerably.

Thus far, this paper has defined the need for an
mudtidisciplinary approach to vehicle design synthesis, described
such a system (ADST) that has been developed by GD/FW,
introduced the systen: sensitivity approach, and summarized the
steps required to formulate and solvethe GSE. The next section
of the paper describes in detail, the application and
implementation of the system sensitivity approach to the ADST
program;

\pplication of GSE to ADST

Using the procedure cutlined in Figure 4, a system roodel for
ADST was.developed. This system model, displayed in Figure
5, identifies the relevant functional disciplines and associated
interactions inchuded in this application.
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FIGURE 5 - ADST §YSTEM MODEL

The primary functional disciplines-of interest for this study are
Geometry, Mass Properties, Performance, Aerodynamics, and
Propulsion. Each of the disciplines are represented in Figure 5
by black boxes. Experience and familiarity with the ADST
program have shown that calculations for the Performance
module are the most computationally intensive. The
Aerodynamic module and Propulsion module calculations are
less intensive primarily because of the calibration process
employed in the program and because they are at a level of
analysis characteristic of the conceptual design stage. The
Geometry module and Mass Properties module calculations are
the least intensive. The optimization module checks whether the
convergence criteria, which includes the fuel balance and
performance constraints, have been satisfied. If not, the module
predicts new values for the design variables that improve the
objective function and continues sequentially through the system
again.

Table 1 contains a brief description of the inputs {including the
design variables), outputs, and constants for each functional
modale in ADST.



TABLE 1 - FUNCTIONAL MODULE DESCRIPTION
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Using the numbering scheme provided in Table 1 and the
system model displayed in Figure 5, the corresponding GSE for
this system in Jacobian matrix form is:

g 0 0 g o Yy, 3y,
® X

—d,, | 0 2 0 d,] |9Y,
X X

ay v,

' S Po=d,, 4, 18s 0%

a2 3% 35 g\‘;{ 5\::5 (14}

~d, 0 =d, 1 0 ?&i 'é}zé‘
av, |aY,
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The actual implementation of the GSE into ADST differed
slightly from that of Figure 5 due primarily to the following
considerations of computational efficiency. Asexplainedin Ref.
), the computational cost of the system sensitivity analysis
critically depends on the number of elements in the vectors ¥j
(called the interaction band width) transmitted from one black
box to another. This is especially true ‘when the partial
derivatives-are computed by finite differencing, as is the case'in
‘the problem at hand, because the number of executions of the
analysis in the i-th black box depends onthe number of partial
derivatives that need to be calculated for that black box.

In‘the system depicted in Figure 5 and defined in Table 1, the
interaction band width is pardeularly wide between the
Performance; Aerodynamics, and Propulsion black boxes owing
to the large Mach number and altitude coordinates that define a
given miission profile. On the other hand, the band width
between Performance, Geometry, and Mass Properties black
boxes is very narrow. Taking advantage of that narrow band
width, the number of executions of the Performance,
Aerodynamics, -and Propulsion modules were drastically
reduced by merging Aerodynamics and Propulsion black boxes
into the Performance black box as shown in Figure 6.
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FIGURE 6 - REVISED ADST SYSTEM MODEL

Using the notation established in Table 1 and considering that
the Performance black box actually represents the combined
effect of Performance, Aerodynamics, and Propuision, the
resulting GSE for this system is:

dGeom? [gCeom
e ] S
j . oMass i ¢ |idMass | _ ! oMass
aGeom aX [ ] aX (15)
- aPerf _ aPerf i dPerf IPer §
}. deom aMass e X

Note that the system is still non-hierarchical due to the lateral
linking between the Mass Properties and Performance black
boxes. The number of partial derivative calculations has been
reduced from approximately several thonsand to less than one
hundred. The system model and associated functional module
interactions,as displayed in Figure 3, were incorporated into the
ADST program. The next section describes the results obtained
for an example application using this systemn model and
associated GSE.

Example Applicati

The synthesis of a hypersonic interceptor vehicle was
accomplished using the system sensitivity information provided
by the GSE formulated specifically for ADST. The example
configuration is a Mach 5.5 vehicle capable of intercepting
adversary aircraft at high speeds in minimum time, The baseline
mission profile for this application is displayed in Figure 7.

Cruise ,,‘
[ | vescent 7[%“ |
e / \
=
Z / Gt T Dasont \‘
/ \
/ \
A Takeon Landing
k Mission Hange
e SR e f o o

FIGURE 7- BASELINE MISSION PROFILE
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The explicit mission rules which define the policy, propulsion
power-setting, and termination criteria for each mission segment
ate presented in Table 2. The mission rules are tequired inputs
for the Performance module in ADST and are presented here to
llustrate the complexity of this application's mission profile and
to demonstrate the versatility of this module.

TABLE 2 -BASELINE MISSION RULES

Power
Segment Policy Setting Termination
Takeoff Eixed Poiwer MaxPower Turbojet Alt=100, Mach=0:5
Climb Win Time Wax Power: Cruise Altitude
Turbojet to. BM
TTurboramietto 31250
Bamietto 550
Cruise Oplimusn Altitide; Ramjet Power As Searchior-Cruise
Constant Mach=5:5, Requirsd Distance:
Descent 14D Max Tdie Power Raitijet Alt=50000,: Mach 3:25
Turn Suistained Structural Bajet Power as 480 ‘Degree Turn
Load Fagtor =25 Required
Climb Congtant Mach=3.25 Max Power Ramjet Criise Altitude
Cruise Optirniim Altitude; Ramist Power As Search for Criise
Canstant Mach=3.25 Reguired Distance
Descent LD Max Tdlg Power fach=0.8
Turhoramijet
Landing Eixed Power idie Bowar Tirbojet AR=0.0, Magh=0.0

The mission rules do not fully define the mission profile since
the resulting segment time, fuel-used, and range are 4 direct
function of the vehicle's design variables and will change with
each iteration of the optimizer. Forinstance, the minimum time
trajectory for the climb segment is a function of the wing area
and engine size of the vehicle. A change in either of these
design variables directly influerices the computed trajectory,
affecting the final vehicle weight for the segment which in turn
affects the optimum cruise altitude. However, the baseline
mission profile stipulates that the outbound and inbound range
for this mission profile must be 2000 nautical miles. This
distance defines the adversary interception point for this
application and also indirectly defines the termination range for
each cruise segment.

The design variables were limited to wing area, turbojet size,
and ramjet size. The engine-scale factors were of significant
interest since the powerplant is a methylcyclohexane (MICH)
fueled turbo-ramjet and the engine cycles operate independently
or in unison depending on the particular Mach regime. When
the turbojet operates independently, the ramjet airflow is ducted.
Similarly, when the ramiet operates independently, the turbojet
inlet is closed. Due to structural and thermodynamic
considerations, it was assumed that the fuel required to perform
the specified mission was stored in the fuselage. These
considerationy made it necessary to include another design
variable, fuselage length, in the formulation of this problem.
Variation of the fuselage length served to define the amount of
fuel available to perform the specified mission.

Optimization Procedure

The objective of the example design synthesis irade study was
to reduce the mission-sized takeoff gross weight by
manipulating the design variables (wing area, turbojet size,
ramjet size, and fuselage length), subject to the following
constraints:

1. Fuelrequirep - Fuelavanasniel £0.1 (16}
2. Time-to-Station £ 55 min a7
3. Takeoff Velocity < 195 knots (18)

Tt should be emphasized that by including the fuel available vs.

fuel required as a constraint, the optimization procedure in
Figure 3-is employed in a dual role. It synthesizes a flyable
vehicle and simultaneously configures that vehicle toward an
optimum. This eliminated the need to achieve a fuel balance
prior to performing the optimization and reduced the
computational time required locate the optimum design variables”
significantly. In conventional practice, these two functions
would be performed separately and consecutively.

The usual practice of applying optimization methods to large
:§cale problems involves coupling the optimizer with approximate.
analysis, €.g a linear extrapolation based on the sensitivity
derivatives instead of the full analysis (Ref. (19), This approach
has been widely accepted in industry primarily because of the
computational time savings that result when compared to
coupling the optimizer directly ‘with the full analysis. In
formulating a general scheme for the incorporation of
optimization methods into the ADST program, it was determined
that use of approximate analysis was not necessary. This
determination was based on the relatively small number of
design variables-common in conceptual design trade studies and
the fact that the time required for a function evaluation is not
computationally prohibitive. For these reasons, the optimizer
was coupled directly with the full analysis procedure as indicated
in Figure 6.

This optimization problem was solved using the ADST
program and the associated system model. Two optimization
programs were incorporated into ADST and applied to determine
their effectiveness in solving these types of problems. The first
optimization program used was ADS, described in detail in Ref.
(16), ADS is a general purpose numerical optimization program
which containg a variety of different algorithms. The algorithm
selected for this particular problem was sequential linear
programming (SLP) using the modified method of feasible
directions optimization strategy. The second optimization
program applied to the problem was NPSOL, described in Ref.
(17), NPSOL was developed specifically for the nonlinear
problem and employs 4 sequential quadratic programming (SQP)
algorithm for which the search direction is the solution of a
quadratic programming subproblem. Both ADS and NPSOL are
well suited for solving problems formulated using the ‘GSE
approach. since eéach program can readily accept user-supplied
gradient information.

Application Results

Using the GSE developed for and installed into the ADST
program in.conjunction with each optimizer, the optimum design
variables were obtained. This'wasaccomplished by solving the
GSE simultaneously for the total derivatives of the objective
function and constraints with respect to each of the design
variables for each optimization iteration. Table 3 displays the
optimum values for the design variables (normalized with
respect to baseline values), constraints, and objective function
for this example application. In this table, results obtained
parametrically using traditional methods are contrasted with
results obtained from using the GSE approach with the ADS and
NPSOL. optimizers. :

TABLE 3 - APPLICATION RESULTS

Traditional Method
Results.

GSE Methiod Results
Bassline Valuss: {ADS)

GSE Method Rasults
(NPSOLy

Optiniize: Paramster
Wi Aséa
Tutbojer Size 10000 1.2346 12346
Raser §ioe 10000 0.8001 0.5014
uisetgH Langt
Objuctive Function b
Takeol Grdss Waight
Constraint Funcliois
e e} Balarion) < 0y
Iterisegt Tire:<.55 Min 6234
“Vakeott Vel <195 Koty 21874
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The results obtained using either optimizer are in complete
agreement with the traditional approach. In performing the
optimization, the overall mission-sized takeoff gross weight of
the vehicle was reduced approximately 13%, which included the
satisfaction of the fuel balance and performance constrainis.
This 'was accomplished by reducing the wing area by 21%,
reducing the ramyet size by 20%, increasing the turbojet size by
23%, and reducing the fuselage length by approximately 4%.
Initially, the fuel balance and performance consiraints,
represented by Bq. (16), (17), and (18), were violated.
However, for the optimized vehicle, all the specified constraints
were satisfied:

It appears as though ADS and NPSOL worked equally as well
on this ‘particular problem since ADS converged in seven
iterations and NPSOL converged in eight iterations. Figure 8
displays sizing history plots for the objective function and fuel
balance constraint for both ADS and NPSOL. The figure
contains a plot of the takeoff gross weight fraction (weight of the
vehicle for each iteration divided by the weight of baseline
vehicle) and a plot of the fuel balance (fuel available minus fuel
required) for each iteration.
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FIGURE 8 - APPLICATION SIZING HISTORY PLOTS

Selection of the SQP and SLP optimization strategies for ADS
and NPSOL respectively, appeared to converge quickly. This is
primarily because gradient information for all the design
variables was supplied simultaneously once the GSE were
solved for the total derivatives. Normally, optimization
algorithms calculate gradients internally one design variable ata
time which increases the number of iterations required to locate
the optimum design considerably.

An obvious benefit of this approach is the visibility provided

by the partial and total derivatives. Table 4 displays a samipling
of some of the partial derivatives obtained from this application,

TABLE4- HYPERSONIC APPLICATION

PARTIAL DERIVATIVES
PUEAVAL awrent srTos
e

%

Baseline

Xi=Wing
Areg
K2=Turbojet
Size

K3=Ramjet
Size

0.0000

0.2040 0.0676 +0,0644

0.0060 01044 0.0348 -g.0241

0.0000 0.3215 0.1065 0.0462

3:0301

X4=Fusgelage o002 0.0054

Length
Optimum

¥1=Wing
Area

1.5604

X2=Turbojet 0.0000 01197 0.0387 <0:1317
Eize

X3=Hamjet 0.0000°

Size

0:3213 0.1040 <0,0813

X4=Fuselage 3:0301

Length

00010 00049 0.9514
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The partial derivatives shown in'the table are normalized with
respect to baseline values and are expressed gs a percent-to-
percent basis. Partials such as these indicate the relative
influence of each input variable to the output variables of interest
which can be of significant interest to the design'team. If a
partial derivative is negative, it means thata 1% increase in the
input variable Yjresulis in a corresponding decrease {measured
in percent) in the output variable Y; Those partials which are
specified as zero are simply not a function-of the input variable
Y. For this applcation the assumption was made that the the
fuel required to perform the mission is stored in the fuselage.
For this reason the partial derivative for fuel available as a

dWFAVAL |
————— i§ zero as are
9%y

similar partial derivatives for tirbojet size and ramjet size.

function of wing area, denoted by

It is also interesting to compare the partial derivatives
computed for the baseline vehicle to those computed for the
optimized configuration 1o ‘measure. the change in one of the
parameters fron the baseline to the sized vehicle: The relative
magnitudes of each of the partial derivatives also provide
information on how much influence each partial has on the
overall objective function for each iteration. Based on the
information provided in Table 4; fuselage length has the largest
impacton fuel available, ramjet size has the largest impacton
empty and takeoff gross weight, and fuselage length has the
greatest impact on the fuel required on a percent-to-percent
basis. :

Similar information is available for the total denivatives for
which'a sampling is displayedin Table 5.

TABLE 3 - HYPERSONIC APPLICATION
TOTAL DERIVATIVES

OWEAVAL
X

GWTEH

GNTOGW.
[:24 X

Basgeline

Xi=Wing
Ares
X2=Turbojet

Size

X3=Ramjet
Bize

Xa=Fuselage
Length

Optimum

X1=Wing
Area

0.0000 0.1044 0.0346 01618

0.0000 03571 0:1183 17760 ¢

3.0301

1.3411 2.4280 11.8630

%25Turbojet 0:0000 0:1197 0.0387 “0,1482

Size

X3=Ranijet
Bize

0:0000 03584 0.1160 «0.3147

X4=Fuselage 3.0301 1.2978 24206 «0.7166

Length

The total derivatives are fundamentally different from the partial
derivatives because they mieasure the influence of the design
variables while fully accounting for the mutual couplings in the
system. ‘Similar to Table 4, the total derivatives in Table 5 show
the influence that a 1% increase in-each of the design variables
has on the output variable in the numerator, also expressed in
percent. For those cases in which the total derivatives and
partial derivatives are equal (as'is the case for the fuel available
partials in Tables 4 and 3), the output variables from the
particular black box are uncoupled ‘with inputs from the other
black boxes. Such is the case with the Geometry variables:
vehicle wetted area and fuel available.

The total derivatives for the objective and constraint functions
provided the informdtion required by the optimization program
(ADS or' NPSOL) to determine the proper search direction. The
total derivatives of mission-sized takeoff gross weight with



réspect to each design variable; denoted by dfng;W’ provided the
gradient information for the objective function. There appears to
be very listle change in this total derivative for the optimized
vehicle when compared to the baseline vehicle. This is probably
dueto the relatively sirong impact of the fuel balance constraints
on the mission-sized takeoff gross weight for this problem.

\pplication Cost & Benefit

Due to the development status of the ADST program, it was
not possible to perform this particular application in a parallel
processing environment. However, since the computational time
required to execute each functional module is readily available,
the resulting time savings for performing this design trade study
in a parallel processing environment can be estimated using an
approach discussed in Ref (18), The time savings can be
estimated by comparing the time required to perform the trade
study using the GSE approach in both & sequential and parallel
processing environment to that required by the approach.

However, this comparison would not be justifiable without
considering the fact that the traditional method did not involve
the -application of optimization methods. Obviocusly, a
percentage of the time savings that may be realized using the
GSE approach i directly atributable to the application of an
optimizer to the problem. For this reason, the computational
time required to locate the optimum design variables for the
example hypersonic application will be tabulated and contrasted
for the following approaches: 1} traditional method consisting
of a parametric survey of the design space followed by a one-
factor-at-a-time variation of the design variables within the
subspace of interest, without the use of formal optimization, 2
optimization method ‘which involved computing the total
derivatives by finite differenicing on the full analysis (Figure 6},
without the use of the GSE, 3a) using the GSE instead of the
above finite differencing, executed on a single processor
computer; and 3b) using the same approach described in 3a but
employing a parallel processing computer;

FIGURE 9 - ELAPSED CPU TIME COMPARISION
FOR METHODS 1,2, 3a AND 3b

100 % Method
It
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{MNormalized by Method 1)

Figure 9 displays a comparison of the CPU elapsed time for
metheds 1, 2, 3a, 4nd 3b, normalized by the time required by
method 1. For a single processor computer, the CPU elapsed
time is equal to the CPU time, but for a "N processor computer,
the CPU elapsed time is compressed by using all the processots
simultaneously to the largest extent possible (in the case at hand,
N=12). Application of method 2 reduces the time 10 23%.

Replacing method 2 with method 3a brings in the penalty for’

computing partial derivatives without, as yet, taking advantage
of the parallelism intrinsic inthe GSE method. Consequently,
the time jncreases 1o 69%. However, employing method 35 that
takes advantage of such parallelism, fully reduces the time fo
4%, or nearly 1/6th of the time of method 2. The relative time
reduction advantage of method 3b over method 2 depends on the

size of the problem and the number of modules in the system
whose partials may be computed concurrently. Therefore; that
advantage is expected to increase with the size of the problem.

Nevertheless, the benefits of applyving the GSE approach
extend beyond the computational time savings which resultin a
paralfel processing environment, since the GSE also provides
the partial and rotal derivative visibility that methods 1 and 2
distinctly lack. Results from these comparisons reemphasize the
need to-consider the availability of parallel processing when
applying the GSE approach to vehicle design synthesis trade
studies. I concurrent computation of the partial derivatives is
not feasible, due consideration should be given to the increased
wvisibility of the design process provided by the GSE. Additional
benefits accrue from the functional advantages associated with
decomposing a complex system and assigning responsibility to
the functional disciplines involved. In many cases, these
benefits simply outweigh any computational disadvantages
associated with the sequential processing of the partial
derivatives. However, if parallel processing 1§ dvailable, then
all the computational benefits of the: GSE approach can be
directly realized.

Conelusior

The application of system sensitivity analysis and non-
hierarchical system decomposition methods to an automated
vehicle design synthesis program appears to be ideal,
particularly in an a parallel processing environment. These
methiods were successfully incorporated into the ADST program
currently under development at GD/FW, and will be a key
feature-of the program in future vehicle design trade studies.

The exarmple application served to quantify several important
features resulting from the union of these techniques 1o an
automated vehicle design synthesis program. These features
include the ability to:

+ respond directly to the ever increasing complexity of the
vehicle design synthesis process by realizing the
interdisciplinary synergism which exists

+ encourage and support the use of concurrent engineering
principals in today's gerospace system designs

+ promote the guantitative aspects of design by taking
advantage of technological advancements made in the areas of
computational speed and parallel processing

+ address the qualitative aspects of the design process by
supporting human judgement decisions and providing for a
means of communication between disciplines, and

» quantify directly the impact of a proposed design change
for-all disciplines involved in the design synthesis process.
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